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In earlier studies of simulation plasmas the difference schemes for each step of the 
calculation have been analyzed, but their over-all performance taken together with 
plasma behavior has not been treated carefully. We begin with a rigorous treatment of 
the spatial grid, giving here a formulation which includes most codes now in use. This 
is done in such a way that the role of each step in the calculation is easily identified in 
the results, and also the expressions for plasma properties are easily compared with the 
corresponding “real” plasma properties. Details are given for the electrostatic case. 
The formulation is applied to the question of energy conservation, and to linear wave 
dispersion and instability. The effect of the spatial grid is to smooth the interaction force 
somewhat and to couple plasma perturbations to perturbations at other wavelengths, 
called aliases. The strength of the coupling depends on the smoothness of the inter- 
polation methods used. Its importance depends roughly on how well the plasma would 
respond, in the absence of the grid, to wavenumbers k - Z?r/Ax; e.g., if the Debye length 
is too small the coupling can destabilize plasma oscillations even in a thermal plasma. 

1. INTRODUCTION 

A study is under way to understand the physics of plasma simulation models, 
so that we may better design computer experiments and understand the results, 
especially where they may differ from real plasma. This work has involved almost 

no numerical analysis in the usual sense, in which different considerations of 
accuracy and speed are involved. For instance, the initial-value problem for 
ordinary differential equations has been extensively studied and a variety of 
very accurate algorithms are available. Such methods have been used, for example, 
for single-particle motion in the study of magnetic field configurations in fusion 
experiment devices. The methods used in many-particle simulation seem com- 
paratively crude and inaccurate. However what is important is not that individual 
particle orbits be accurate, but that the collective motions of many particles 
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∆x ≤ λDe

• Suppression of plasma waves also alleviates this condition.

• Grid spacing limitation: -- it’s violation will cause numerical instability
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This paper treats the collective behavior of hot plasma as modified by the numerical time 
integration methods used to integrate the particle equations of motion in computer simula- 
tion of plasmas. No approximation, other than ignoring roundoff errors, is made in analyz- 
ing the finite-difference algorithms. Our results reduce simply and exactly to the correspond- 
ing results of plasma theory in the limit At + 0. The possibility of nonphysical instability is 
considered. The results of this and of previous papers are combined to describe both the 
spatial and temporal difference algorithms. The theory is generalized to a class of integra- 
tion schemes, some algorithms are analyzed, and a new example is synthesized. The difficulty 
of developing algorithms stable at very large time steps is examined. The present analysis 
may be combined with an earlier rigorous analysis of the spatial grid used for field equa- 
tions, to develop a kinetic theory of simulation plasmas paralleling that for real plasmas. 
This theory may be of use in the design and interpretation of computer simulation ex- 
periments. 

1. INTRODUCTION 

In “particle” models for computer simulation of plasmas, the algorithms for 

advancing the system one time step forward usually divide into two parts: calculation 

of electromagnetic fields and particle forces, and advancing the particle positions and 

velocities. Other papers have dealt in detail with the former, while assuming the latter 

was performed exactly by the differential equations of Newtonian dynamics. In this 

paper we discuss properties of finite-difference equations commonly used to advance 

the particles in time [1], in the unmagnetized case. In most of the discussion we will 

revert for clarity to continuum x space for the fields and forces. However, the results of 

this and earlier papers are combined in Section 3 to yield results which include 

exactly the effects of discreteness in space and time. This work is a prerequisite for 

development of a quantitative kinetic theory of simulation plasmas. 

Most of this analysis was performed in 1969-1971 and some results have appeared 

elsewhere [2, 31. Other authors have studied aspects of the time integration by other 

methods [4, 51 and by extension of the methods of this paper [6]; their work has 

included both fully electromagnetic fields and the Darwin magnetoinductive approxi- 

mation. This paper is a much more complete account of the electrostatic case than 

has appeared previously. 

The possibility, indeed desirability, of smoothing the interparticle forces at small 

separations in the simulation of hot plasmas has been exploited in the electromagnetic 
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ε ≡ 1 + (wpe∆t)2
∞
∑

q=0

q exp
[

i(ω∆t)q − (kλDe)
2(ωpe∆t)2q2/2

]

= 0

[Dawson ‘61]Xα ≡ ξαZ(ξα) = −1 + (kvtα)2
∫

∞

o

t exp

[

iωt −
(kvtαt)2

2

]

dt

ωpe∆t ≤ 1

kvte∆t ≡ (kλDe)(ωpe∆t) ≤ 1

-- it’s violation will cause numerical instability

-- it’s violation will cause numerical inaccuracy only



Fluctuation-Dissipation Theorem for Weakly Damped Normal Modes 
[Klimontovich ‘67] 

• Particle Noise in a Simulation Plasma

• N is the number of simulation particles in the wave, not in the Debye shielding volume.

|eΦ(k, wpe)/Te|th =
1√

NkλDe

|eΦ(k, ws)/Te|th =
1√
N

plasma waves 

ion acoustic waves 

Fluctuations in Simulations with Finite Size Particles 

ε ≡ 1 + |Sk|
2[1 + ξeZ(ξe) + τ + τξiZ(ξi)]/(kλDe)

2 = 0

[Many papers by Birdsall, Langdon and Okuda  in ‘70’s]

• Linear Dispersion Relation

• Finite size particles only affects short wavelength modes by reducing their fluctuation (noise) level .

• For long wavelength modes with                        and                   , physics is intact.k
2
λ

2
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Nonrandom Initializations of Particle Codes 

While the most common initialization method for particle codes is the use of random 

numbers, some concepts of number theory suggest the use of nonrandom, low-discrepancy 
point sets to achieve quieter initializations. What are low-discrepancy point sets, and what are 
the results of their applications to simple electrostatic particle simulations? 

I. INTRODUCTION 

The collective behavior of a hot collisionless plasma is described in kinetic 

theory by the evolution of the distribution functions of its species!e,i(x,v,t) 

in continuous phase s'pace. Yet, in particle simulations, we return to a dis-

crete representation of the plasma in terms of a small sam pie of 10
4 

to 10
6 

simulation particles. The success of particle simulations is due in part to 

spatial averaging over the Debye length, AD, which eliminates unwanted 

individual particle interactions, but proper initialization of the simulation 

particles is also an important factor. 

By far the most common initialization method is to load the particle ve-

locities, for example, with random numbers having the desired distribution. 

This method is intuitively appealing because it resembles the random dis-

tribution of actual plasma particles, and it is also convenient since random 

numbers generators are widely available. However, random starts have the 

disadvantage of introducing noise levels which are often too large to permit 

observation of low-amplitude waves. In quiet starts an effort is made to 

el}minate this noise by loading the particle velocities in regular arrays, 

which are repeated throughout space. Unfortunately, this regular loading 

tends to produce a pattern of beams, which is subject to unphysical recur-

rences and instabilities. 1
,2 This difficulty may be alleviated by staggering the 

velocities of the particles, so that they no longer form an exact beam pat-
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TABLE II 

Comparison of noise in the two-stream instability example 

Random Fibonacci-number 
N initialization initializat'on 

6765 2.1 X 10-' 0.88 X 10-' 

17711 1.3 X 10-' 0.48 X W' 

The results of the simulations presented in this section may be summa-

rized as follows: 

1. Nonrandom initializations, using the Fibonacci-numbers or the bit-

reversal schemes, give quiet starts with low initial noise levels. These quiet 

starts allow observation of low-amplitude phenomena such as Landau 

damping. 

2. The noise level grows and, as in other quiet-start methods, the simula-

tion remains quiet for a finite time only. 

3. The noise reaches the level of random initializations, but does not ex-

ceed it. Thus, unless large initial fluctuations happen to be desirable, the 

Fibonacci-numbers or the bit-reversal schemes appear to be practical alter-

natives to random initialization. 

4. The initial quiet period, for a given mode, increases with the wave-

length. Thus, nonrandom initializations appear desirable in the simulation 

of long-wavelength effects and in linearized simulations, in which only se-

lected modes are retained. 

However it should be remembered that these conclusions have been 

drawn from a limited number of tests, which were restricted to one-dimen-

sional electrostatic problems. Furthermore, low-discrepancy sets, which are 

the theoretical basis of these nonrandom initialization schemes, were de-

rived to achieve efficient Monte Carlo integrations, and apply strictly only 

to the initial distribution function. Therefore the results presented here do 

not exclude other sets:' derived in ad-hoc manner to meet the physical re-

quirements of particular problems. 
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A. Landau Damping 

A series of simulations of Landau damping was done with the initial 

distribution 

j(x,V,O) = no (l + 2e cos kx)exp(-v2I2vfh) 

.j2;Vth 

with kAD = 0.5 and e = 0.01. This gives a standing plasma wave with 

damping rate 'Y = 0.15 Wp and an initial trapping frequency WtO = 0.1 Wp. 

The nonrandom initializations were done using Fibonacci numbers with 

N = am particles by setting 

2i - 1 
Xi =---, Vi = y'2vtherfc-\2Yd,

2am 

with 

Yi = am-IX, (mod 1) 

and i = 1, ... , N. This sequence gives a symmetrical velocity distribution. 

Values of m from m = 19 (6765 particles) to m = 22 (28657 particles) were 

used, and the same numbers of particles were also used in randomly initial-

ized simulations. 

The amplitude of the fundamental electric field, JEk(t) I, for N = 17711 

is plotted in Figure 4(a) for a random initialization. 
12 

This plot shows only 

irregular plasma oscillations without damping, and the same behavior per-

sists when the number of particles is raised to 28657. The field amplitude 

410-2
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FIGURE 4 Fundamental electric field amplitude IE. I as a function of time for Landau 

damping example. (a) Random initialization with 17711 particles. (b) Nonrandom initializa-

tion with 17711 particles. (c) Result of a Vlasov simulation. 
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for a nonrandom initialization with N = 17711 is shown in Figure 4(b). 

Regular oscillations corresponding to a standing wave are now observed, 

and damping occurs for t < 10  with the correct rate, 'Y = 0.15 Wp. 

However, for t > 10  the damping ceases and irregular amplitude modu-

lations follow. These modulations have periods much shorter than the 

trapping period for this amplitude (T, = 180  and appear to be due to 

interactions of the wave with individual particles in the tail of the distribu-

tion function. The result of a simulation of the same problem, using a 

Vlasov code,2 is shown for comparison in Figure 4(c). Here the field ampli-

tude continues to decay for three decades, down to a much lower noise 

level than in the particle simulations. 

It should be noted that the low-amplitude Landau damping problem 

considered here is a particularly severe test of particle simulations because 

the resonance region is only sparsely covered with particles, giving corre-

spondingly large values of the discrepancy in this important region. Dis-

crete particle effects in this problem could be reduced further by using a 

weighted particle initialization in which the particles are loaded with a uni-

form distribution in phase space, and are weighted according to the local 

values of the initial distribution function, thus achieving an approximately 

uniform discrepancy. 

Additional computations were done with e = 0 to examine the noise evo-

lution when the simulations are initialized with unperturbed Maxwellian 

distributions. Typical parameters used in these computations were  = 2AD 

= LI64, where L is the length of the system, N = 987 particles and  = 

0.1  For these parameters, random initialization gives an electrostatic 

energy approximately I% of the total energy throughout the duration of 

the run; see Figure 5(a). With the nonrandom intialization the electrostatic 

energy, shown in Figure 5(b), starts at a much lower level but grows ra-

pidly and saturates as it reaches the random initialization level at t -  

However, most of the noise energy resides in short-wavelength modes. For 

example, the amplitude of the fundamental mode, k = 2rr1L, for the non-

random initialization, remains a factor of 5 smaller than the corresponding 

amplitude for the random initialization; see Figures 5(c) and 5(d) . 

Landau damping simulations (e = 0.01) have also been done by Langdon 

using the bit-reversal scheme to initialize the particles. 
13 

The same results 

were obtained as with the Fibonacci numbers initializations, Figure 4(b). 

B. Two-Stream Instability 

For this example, 

2 
no V 2 2

j(x, v,O) = --'-/2 -3- (1 + 2e cos kx) exp(-v 12vth)
(2rr) Vth 
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A Z&dimensional, electrostatic particle code in a slab geometry has been developed to 
study low-frequency oscillations such as drift wave and trapped particle instabilities in a 
nonuniform bounded plasma. A drift approximation for the electron transverse motion 
is made which eliminates the high-frequency oscillations at the electron gyrofrequency 
and its multiples. It is, therefore, possible to study the nonlinear effects such as the anomalous 
transport of plasmas within a reasonable computing time using a real mass ratio. Several 
examples are given to check the validity and usefulness of the model, including those using 
full electron dynamics. 

1. INTRODUCTION 

Particle code simulation has become a well-established branch of plasma physics 
during recent years and is making crucial contributions to the understanding of the 
nonlinear processes inherent in plasma dynamics. Because of its flexibility, particle 
code simulation is quite useful and can be adopted easily for almost any kind of 
problem. Nonlinear behavior of microinstabilities of various origins, plasma heatings 
due to parametric processes and plasma diffusion caused by the low-frequency 
convective cells are a few of the examples in which the particle code simulation has 
played a central role. 

While it is true that the particle code simulation is quite useful and flexible, most 
of the simulations have been carried out in an idealized geometry with unrealistic 
simulation parameters. For example, the periodic boundary conditions have generally 
been adopted to simulate an infinite homogeneous plasma. In addition, smaller mass 
ratios have also been used to squeeze the differences in frequencies associated with 
the motions of the electrons and ions so as to save the computing time. 

In this paper we will describe a 2&-dimensional simulation model which is useful 
for studying low-frequency waves produced by the spatial inhomogeneity in a bounded 
(finite) plasma. We will also show that reasonably realistic simulations can be carried 
out with the real mass ratio of the ions and the electrons by using the drift approxi- 
mation for the electron transverse motion. We believe this is an important step in the 
direction of simulating a real fusion device such as a tokamak or a stellarator where 
the important processes are associated with the low-frequency fluctuations. 

In Section 2, the model, including the dispersion character, the particle-pushing 
schemes, and the boundary conditions, is described. In Section 3, test results for the 
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examples are given to check the validity and usefulness of the model, including those using 
full electron dynamics. 

1. INTRODUCTION 

Particle code simulation has become a well-established branch of plasma physics 
during recent years and is making crucial contributions to the understanding of the 
nonlinear processes inherent in plasma dynamics. Because of its flexibility, particle 
code simulation is quite useful and can be adopted easily for almost any kind of 
problem. Nonlinear behavior of microinstabilities of various origins, plasma heatings 
due to parametric processes and plasma diffusion caused by the low-frequency 
convective cells are a few of the examples in which the particle code simulation has 
played a central role. 

While it is true that the particle code simulation is quite useful and flexible, most 
of the simulations have been carried out in an idealized geometry with unrealistic 
simulation parameters. For example, the periodic boundary conditions have generally 
been adopted to simulate an infinite homogeneous plasma. In addition, smaller mass 
ratios have also been used to squeeze the differences in frequencies associated with 
the motions of the electrons and ions so as to save the computing time. 

In this paper we will describe a 2&-dimensional simulation model which is useful 
for studying low-frequency waves produced by the spatial inhomogeneity in a bounded 
(finite) plasma. We will also show that reasonably realistic simulations can be carried 
out with the real mass ratio of the ions and the electrons by using the drift approxi- 
mation for the electron transverse motion. We believe this is an important step in the 
direction of simulating a real fusion device such as a tokamak or a stellarator where 
the important processes are associated with the low-frequency fluctuations. 

In Section 2, the model, including the dispersion character, the particle-pushing 
schemes, and the boundary conditions, is described. In Section 3, test results for the 
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Linearized gyro-kinetics 

(Received 5 December 1977) 

Abstract-Finite gyroradius effects are retained in a far simpler manner than previous treatments by 
transforming to the guiding center variables and gyro-averaging before introducing magnetic coordi- 
nates. 

MANY INSTABILITIES of interest in present and future magnetic confinement devices depend sensitively 
on finite gyroradius effects. As a result, it is important to develop techniques which simply retain finite 
gyroradius effects in complicated magnetic fields. When the time variation of the waves is slow 
compared to the gyrofrequency and the gyroradius small compared to unperturbed scale lengths, then 
gyro-kinetic techniques may be employed to retain gyro-effects for arbitrary values of the gyroradius 
over the perpendicular wavelength. Unlike drift kinetic descriptions, gyro-kinetic techniques retain 
finite gyroradius effects to lowest order in the equation for the perturbed or linearized distribution 
function. 

The original gyro-kinetic work of RUI?IERFORD and FR" (1968) and TAYLOR and HASTLE 
(1968) considers general geometries but employs a WKB or eikonal assumption for the spatial 
variation of the electrostatic potential @. Later work (JAMIN, 1971; CONNOR and HASTE, 1975; and 
NEWERGER, 1976) also employs the eikonal ansatz, with CONNOR and HASTE being the first to 
employ a form for @ satisfying both poloidal and toroidal periodicity constraints for axisymmetric 
geometries with k i t e  magnetic shear. Later work by C A ~ O  and TSANG (1977) attempts to remove the 
WKB assumption by employing a concentric magnetic surface model (KADOMSTEV and POGUTSE, 1969 
and 1967). 

In all of the preceding work magnetic coordinates were introduced prior to making the transforma- 
tion to the guiding center variables. It is the transformation from the particle variables to the guiding 
center variables which permits finite gyroradius effects to be retained in lowest order. The present 
treatment avoids the substantial mathematical complications inherent in these prior treatments by 
introducing the transformation to the guiding center variables and performing the guiding center 
gyrophase average before specifying the magnetic coordinates to be employed. In this way the 
unperturbed, gyro-averaged Vlasov operator which retains finite gyro-effects is obtained in the most 
convenient manner for arbitrary unperturbed magnetic fields. 

After the transformation has been performed, the magnetic coordinates can be introduced with 
relative simplicity in order to obtain the appropriate gyro-averaged @. The magnetic variables are only 
necessary to evaluate the gyro-average of the inhomogeneous term in the linearized Vlasov equation. 
In order to evaluate the inhomogeneous term a mode structure for @ is required. To illustrate the 
technique to completion a Tokamak geometry is considered. A WKB or eikonal ansatz for the 
poloidal mode structure is avoided by employing a poloidal angle variable so that the poloidal 
variation can be strictly Fourier decomposed (TANG et al., 1977). 

A gyro-kinetic description is obtained by employing the guiding center variables R, E, k, and 4 
where the guiding center variables are related to the original particle variables r and v via 

with E = u 2 / 2 ,  CL = q 2 / 2 B ,  v1?=2(E-pB) ,  ~ , ~ = [ ~ - i i i i ) . v ] ~ ,  B=IBI, %=BIB, R=ZeB/Mc, v=IvI, 
and the unit vectors JI, 6, and I forming an orthogonal system in which i. = fix +. The quantities Z and 
M are the species charge number and mass; e and c are the magnitude of the charge on an electron 
and the speed of light. Unlike previous treatments, magnetic coordinates have not been explicitly 
introduced, thereby drastically simplifying the analysis that folIows. 

Changing to the guiding center variables, slat + a/at while 

v, -+ v,+n-'I xi .VR, 
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to expand r, about the poloidal wave vector squared, k:= kL2-  K’ IV4l2. If only terms to order K* 

are retained then the inverse transform form K space back to 4 will recover the second derivatives of 
(P,,,,(K, o) with respect to o because K’ + -a2/a@. 

In summary, the linearized, unperturbed, gyro-averaged Vlasov operator containing finite 
gyroradius effects is obtained by a substantially simpler method than previous work, the technique 
transforms from the particle variables to the guiding center variables and gyro-averages before (rather 
than after) explicitly introducing the magnetic coordinates. 
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A new type of parttcle simulation model based on the gyrophase-averaged Vlasov and 

Poisson equations is presented. The reduced system, in which particle gyrations are removed 

from the equations of motion while the finite Larmor radius effects are still preserved, is most 

suitable for studying low frequency microinstabilities m magnettzed plasmas. The resultmg 

gyrokinetic plasma is intrinsically quasineutral for E., < pY (=p,( T,/T,)‘,‘). Thus, without the 

troublesome space charge waves in the simulation, we can afford to use much larger time steps 

((oH At 2 1) and grid spacings (d.u,/p, 2 1) at a much reduced noise level than we would 

have for conventional particle codes, where wH= (/c,/k,)(l,/p,) mpr. and k,, 4 k,. Further- 

more, rt is feasible to simulate an elongated system (L,, &L,) with a three-dimensional grad 

using the present model without resorting to the usual mode expansron technique, smce there 

1s essentially no restriction on the size of Ax,, in a gyrokinetic plasma. The new approach also 

enables us to further separate the time and spatial scales of the simulation from those 

associated with global transport through the use of multiple spatial scale expansion. Thus. the 

model can be a very efficient tool for studying anomalous transport problems related to 

steady-state drift-wave turbulence in magnetic confinement devices. It can also be applied to 

other areas of plasma physics. 0 1987 Academic Press, Inc 

I. INTRODUCTION 

Gyrokinetic particle simulation consists of using the existing simulation techni- 
ques to solve the gyrophase-averaged Vlasov-Poisson system, in which the particle 
gyration is removed from the equations of motion while the finite Larmor ra 
effects are retained [ 1, 21. The reduced system has been obtained through the use of 
well-known gyrokinetic ordering for magnetized plasmas. The resulting nonlinear 
gyrokinetic equations satisfy the basic requirements for simulation that they 
preserve the characteristic form of the dynamic equation and satisfy both particle 
and energy conservation. The new scheme is most useful for studying low frequency 
gradient-driven microinstabilities in tokamaks. In the previous paper Cl], we have 
demonstrated the feasibility of such an approach. Here, we will present the 
rmmerical aspects of the gyrokinetic particle simulation model. 

It is generally agreed that conventional particle codes are not practical for study- 
ing low frequency quasi-neutral-type of phenomena, because of the disparate time 
and spatial scales involved. The fundamental problem is the high frequency space 
charge waves, characterized by upe and A,, which impose severe restrictions on the 
time step and spatial resolution used in the code [3,4]. Even for the model based 
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FIG 1. Numerical scheme for coordinate transformation for the jth particle. 

the viability of the scheme. One way to tackle the problem is to study the result of 
numerical integration of exp(ik -p) in Eq. (7) for various d$s. Obviously, a large 
number of integration steps, or a small dq, is most accurate, but undesirable. 
Letting ~CP = 2nlM, where M is the number of integration steps, we can easily show 
that 

(exp(ik.p)),= f J,(k,p) f exp(~2~nl/~)J~ 
n= --m I= 1 

= f, J,(k,p) sin(2nn) cot(n;n/M)/2M. 
n= --m 

(19) 

As we can see, for M= 1, all Jn’s have nonvanishing coefficients. Therefore, it is the 
poorest representation for the gyrophase-averaging process. In the other limit, for 
A4 = co, we recover Eq. (7). The numerical scheme for coordinate transformation 
and the results for using different values of M in Eq. (19) are shown in Fig. 1. Since 
Jo 9 J4 for k,p 2 2, the scheme with M= 4 is most ideal for studying microtur- 
bulence, where the experimental measurements have indicated that the majority of 
the fluctuation energy is in the region of 0 < k,pl 7 1 [19]. Thus, a four-point 
representation for the gyrokinetic particle is adequate for calculating G(R,) and 
C(x) in Eqs. (16) and (17). For those particles with k,p > 2 in the simulation, the 
scheme does not describe their behavior correctly. However, the resulting 
(exp(ik I p) ), is always much less than one. Thus, the problem is not serious at all 
compared with the Jo expansion scheme. If the physics for k,p > 2 is important, 
one should then use a larger M for the calculation. For the electrons, where p = 0, 
the difference between Ri and x, disappears. Hence, the scheme with M- I is 
sufficient, which is simply the usual guiding-center model for the drift-kinetic 
particles [5 1. 

IV. MULTIPLE SPATIAL SCALE EXPANSION 

As stated earlier, the purpose of multiple spatial scale expansion is to enable us 
to develop a numerical model which simulates the realistic experimental condition, 
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Linearized Trajectory Method 
[J. Byers, Fourth Conference on Numerical Simulation of Plasmas, 1970]

• In my opinion, this paper is the forerunner of the modern-day delta-f schemes. 

xαj = xαj0 + xαj1 vαj = vαj0 + vαj1

Fα0 =
N∑

j=1

δ(x − xαj0)δ(v − vαj0)

δfα = −

N
∑

j=1

(

xαj1 ·
∂

∂x

+ vαj1 ·
∂

∂v

)

δ(x − xαj0)δ(v − vαj0)

,

dxαj0

dt
= vαj0,

dvαj0

dt
= 0,

dxαj1

dt
= vαj1,

dvαj1

dt
=

qα

mα

E(xαj0)

∇ · E = 4π
∑

α

qαδnα

δnα = − ∂

∂x
·

N∑

j=1

xαj1δ(x− xαj0)

δnα = − ∂

∂x
· xα1

N∑

j=1

δ(x− xαj0) = − ∂

∂x
· xα1nα0

∂

∂t
δnα = − ∂

∂x
·
(

∂xα1

∂t
nα0

)
= − ∂

∂x
·

N∑

j=1

vαj1δ(x− xαj0)

∇2 ∂φ

∂t
= 4π

∑

α

qα
∂

∂x
·

N∑

j=1

vαj1δ(x− xαj0)

Compare this later to the split-weight scheme



Vlasov simulation has no noise problem, but 
it has other numerical difficulties in higher 
dimensions.

Proceedings of the Fourth Conference on 
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A fully nonlinear characteristic method for gyrokinetic simulation 
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[Received 17 June 1992; accepted 16 September 1992) 

A new scheme that evolves the perturbed part of the distribution function along a,set of 
characteristics that solves the fully nonlinear gyrokinetic equations is presented. This low- 
noise nonlinear characteristic method for particle simulation is an extension of the 
partially linear weighting scheme, and may be considered an improvement over existing Sf 
methods. Some of the features of this new. method include the ability to keep all 
nonlinearities, particularly those associated with the velocity space, the use of conventional 
particle loading techniques, and also the retention of the conservation properties of 
the original gyrokinetic system in the numerically converged limit. The new method is used 
to study a one-dimensional drift wave model that isolates the parallel velocity 
nonlinearity. A mode coupling calculation for the saturation amplitude is given, which is in- 
good agreement with the simulation results. Finally, the method is extended to the 
electromagnetic gyrokinetic equations in general geometry. 

1. INTRODUCTION 

An outstanding issue in gyrokinetic simulation (and in 
particle-in-cell simulation in general) is that often it is nec- 
essary to use a rather large number of particles to resolve 
the physics of interest. The concern being that thermal 
fluctuations (or noise) and lack of sampling (or resolu- 
tion) of the two- to six-dimensional phase space caused by 
a finite number of particles may obscure the physical pro- 
cess being modeled. For example, the broadband density 
fluctuations existing in tokamak plasmas usually have an 
average level of a fraction of. 1% or less. Thus modeling 
such plasmas requires a very large number of particles for 
proper resolution, such that N,,,>~/(&z/~)~z 106.’ Early 
on, it was recognized by Beyers and others that improve- 
ments in noise properties could be made by “quiet 
starts,“2’3 and also by linearization techniques that track 
the perturbed quantities in terms of the equilibrium 
trajectories.2’4’5 More recently, Dimits and Lee6 developed 
a linear and a “partially linear” low-noise scheme by al- 
lowing the particle weights to evolve in time. In the linear 
scheme the particle weights follow the equilibrium trajec- 
tories. In the partially linearized scheme, the EX B non- 
linearity is retained by adding this drift to the equilibrium 
(zeroth-order) orbit. There have been other 
investigations”’ of a class of techniques often called Sf 
methods, but no schemes up to this point have reported 
results where the parallel velocity nonlinearity is retained. 
Therefore the correctness of these schemes has never been 
verified. 

The nonlinear characteristic method presented here is 
similar in spirit to previous weighting schemes;6 however, 
the fully nonlinear trajectories are evolved and a consistent 
evolution equation is used for the particle weights. We 
begin by presenting the new method for the electrostatic 
slab case and the associated conservation properties of par- 
ticle number, momentum, and total energy. We then 
present gyrokinetic simulations of a simple one- 
dimensional drift wave instability in a shearless slab. This 
model isolates El, au,, Sf nonlinearity and allows us to 

study the associated nonlinear physics. A three-wave mode 
coupling theory that gives a saturation level of 
e 14 1 /T,z 5.!$/(kll Q2 is presented and is much lower 
than the calculation of Sagdeev and Galeev,’ 
e 14 1 /T&k, ps)‘. There is excellent agreement between 
the theory and the simulation in terms of linear frequency 
and growth rate. The amplitude for nonlinear saturation 
also agrees with our theoretical prediction. The conserva- 
tion properties of the simulation plasma have also been 
investigated. It is found that the conservation of number 
density, momentum, and energy in the nonlinear stages of 
the simulation can be achieved only if we use a sufficiently 
large number of particles, small time steps, and a small grid 
cell size. Finally; we discuss the application of the nonlin- 
ear characteristic method to the general electromagnetic 
(nonuniform equilibrium magnetic field) gyrokinetic equa- 
tions. 

II. NONLINEAR CHARACTERISTIC METHOD 

As mentioned earlier, devising a scheme where only 
the perturbed part of the distribution function is evolved 
has been previously investigated.&’ It was recognized that, 
by evolving only the-perturbed part of the distribution Sf, 
one could remove the initial noise associated with the equi- 
librium f. due to the use of a finite number of 
particles. *&-@ The scheme we present here is similar to the 
previously proposed Sf methods,7*8 but we take into ao 
count the discrete representation of the characteristics as 
was done for the partially linearized scheme.6 

Let us begin by writing the distribution function 
f (R,u,, ,p,t) in the familiar way as f = f,,+Sf, where R is 
the guiding-center coordinate, uII is the velocity parallel to 
the magnetic field, ~ZZU: /(2CX) is the magnetic moment 
and is assumed constant (@=O), fi=eB/(mc), f. is the 
equilibrium background distribution and is independent of 
time, and S f is the perturbed time-dependent part of the 
distribution. For (k, ~~)~41, the gyrokinetic equation for 
Sf in the electrostatic slab limit is1o’1’ 
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average level of a fraction of. 1% or less. Thus modeling 
such plasmas requires a very large number of particles for 
proper resolution, such that N,,,>~/(&z/~)~z 106.’ Early 
on, it was recognized by Beyers and others that improve- 
ments in noise properties could be made by “quiet 
starts,“2’3 and also by linearization techniques that track 
the perturbed quantities in terms of the equilibrium 
trajectories.2’4’5 More recently, Dimits and Lee6 developed 
a linear and a “partially linear” low-noise scheme by al- 
lowing the particle weights to evolve in time. In the linear 
scheme the particle weights follow the equilibrium trajec- 
tories. In the partially linearized scheme, the EX B non- 
linearity is retained by adding this drift to the equilibrium 
(zeroth-order) orbit. There have been other 
investigations”’ of a class of techniques often called Sf 
methods, but no schemes up to this point have reported 
results where the parallel velocity nonlinearity is retained. 
Therefore the correctness of these schemes has never been 
verified. 

The nonlinear characteristic method presented here is 
similar in spirit to previous weighting schemes;6 however, 
the fully nonlinear trajectories are evolved and a consistent 
evolution equation is used for the particle weights. We 
begin by presenting the new method for the electrostatic 
slab case and the associated conservation properties of par- 
ticle number, momentum, and total energy. We then 
present gyrokinetic simulations of a simple one- 
dimensional drift wave instability in a shearless slab. This 
model isolates El, au,, Sf nonlinearity and allows us to 

study the associated nonlinear physics. A three-wave mode 
coupling theory that gives a saturation level of 
e 14 1 /T,z 5.!$/(kll Q2 is presented and is much lower 
than the calculation of Sagdeev and Galeev,’ 
e 14 1 /T&k, ps)‘. There is excellent agreement between 
the theory and the simulation in terms of linear frequency 
and growth rate. The amplitude for nonlinear saturation 
also agrees with our theoretical prediction. The conserva- 
tion properties of the simulation plasma have also been 
investigated. It is found that the conservation of number 
density, momentum, and energy in the nonlinear stages of 
the simulation can be achieved only if we use a sufficiently 
large number of particles, small time steps, and a small grid 
cell size. Finally; we discuss the application of the nonlin- 
ear characteristic method to the general electromagnetic 
(nonuniform equilibrium magnetic field) gyrokinetic equa- 
tions. 

II. NONLINEAR CHARACTERISTIC METHOD 

As mentioned earlier, devising a scheme where only 
the perturbed part of the distribution function is evolved 
has been previously investigated.&’ It was recognized that, 
by evolving only the-perturbed part of the distribution Sf, 
one could remove the initial noise associated with the equi- 
librium f. due to the use of a finite number of 
particles. *&-@ The scheme we present here is similar to the 
previously proposed Sf methods,7*8 but we take into ao 
count the discrete representation of the characteristics as 
was done for the partially linearized scheme.6 

Let us begin by writing the distribution function 
f (R,u,, ,p,t) in the familiar way as f = f,,+Sf, where R is 
the guiding-center coordinate, uII is the velocity parallel to 
the magnetic field, ~ZZU: /(2CX) is the magnetic moment 
and is assumed constant (@=O), fi=eB/(mc), f. is the 
equilibrium background distribution and is independent of 
time, and S f is the perturbed time-dependent part of the 
distribution. For (k, ~~)~41, the gyrokinetic equation for 
Sf in the electrostatic slab limit is1o’1’ 
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distribution Gf(k=O)/f,(q =O) and (b) the total electron distribution 
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following from Ref. 6, one can surmise that a total f sim- The nonlinear saturation of the most unstable modes 
ulation, even with this many particles, would not give as (e.g., n= f 1 in the simulation results presented above) is 
clean a result as the new scheme. This point cannot be due to the parallel velocity nonlinearity and is not caused 
further verified, however, because there is no available by ExB advection. It is commonly accepted that the 
scheme to solve the equation of the form f = -K d@ fw ExB nonlinearity, which is absent in the simple one- 
The corresponding flux and energy diagnostics for this case dimensional model, is the dominant nonlinearity for the 
are shown in Figs. 6(a) and 6(b). As we can see, the saturation of the drift waves in the (more realistic) higher- 
conservation of both these quantities are near perfect. The dimensional models. However, the parallel nonlinearity 
implication here seems to be that one still has to use a very does play a role in the saturation as was shown in Ref. 10. 
large number of particles with enough spatial and time The simmation results in Sec. III indicate that the satura- 
resolution to obtain reasonable conservation properties. On tion level is much lower then el4 I /T,-a( k, ps)*, as pre- 
the other hand, a conventional particle simulation would dicted by Sagdeev and Galeev.g Also, in a tokamak geom- 
need even more. However, if one is only interested in linear etry, drift-type modes are elongated in the radial direction 
growth and nonlinear saturation, the present scheme rep- ( k,<ko), at least in the linear phase, which should reduce 
resents a substantial savings in computing resources. the effect of the EX 3 on saturation.‘k’6 In addition, the 
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The split-weight particle simulation scheme for plasmas
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An efficient numerical method for treating electrons in magnetized plasmas has been developed. The

scheme, which is based on the perturbative (# f ) gyrokinetic particle simulation, splits the particle
electron responses into adiabatic and nonadiabatic parts. The former is incorporated into the

gyrokinetic Poisson’s equation, while the latter is calculated dynamically with the aid of the charge

conservation equation. The new scheme affords us the possibility of suppressing unwanted

high-frequency oscillations and, in the meantime, relaxing the Courant condition for the thermal

particles moving in the parallel direction. It is most useful for studying low-frequency phenomena

in plasmas. As an example, one-dimensional drift wave simulation has been carried out using the

scheme and the results are presented in this paper. This methodology can easily be generalized to

problems in three-dimensional toroidal geometry, as well as those in unmagnetized plasmas.

© 2000 American Institute of Physics. $S1070-664X!00"00405-5%

I. INTRODUCTION

It has been shown by Langdon1 that, in particle simula-

tion, a thermal particle traversing a distance longer than

L/2& in one time step will result in incorrect plasma re-

sponse, where L is the wavelength of interest. However, in

simulating low-frequency microinstabilities, one often faces

the unique property of k !v ti!'!k !v te , where ' is the fre-

quency of interest and v t( is the thermal velocity of the

species ( . Thus, the time step requirement of k !v te)t"1
imposed by the electrons is unnecessarily more stringent

than the stability condition of ')t"1. However, we know
that fast electrons respond adiabatically to the perturbations

and only the slow electrons interact with the waves. The

scheme described in this paper is an attempt to capture this

unique feature and to increase the time steps, if desirable.

Dimits and Lee2 first developed the cutoff scheme based

on the perturbative (# f ) particle simulation methods2,3 for
that purpose. The idea behind it is that, by following the

perturbed part of the distribution # f (#F$F0 , where F and

F0 are the total and equilibrium distributions, respectively",
one is able to determine beforehand which individual par-

ticles will respond adiabatically to the waves. For example, if

a particle is found to have a higher velocity in the parallel

direction than a specified cutoff velocity, the response is au-

tomatically # f /F0*e+/Te , whereas, for those below the

cutoff velocity, the corresponding # f has to be calculated
dynamically. Thus, the scheme saves us from calculating the

dynamics of fast-moving particles by using small time steps

as imposed by the condition of k !(v !)fast)t"1—a tremen-
dous savings in computer resources. As we will show, the

split-weight scheme is an improvement over the cutoff

scheme. Since it does not require the knowledge of the cutoff

velocity, the new scheme can easily be generalized to general

geometry cases. It is most useful when the zeroth-order or-

bits for the fast particles can be evaluated accurately with

large time steps with, for example, the straight field line

coordinates in toroidal geometry.

II. NUMERICAL CONSEQUENCES OF THE ORIGINAL
!f SCHEME

Let us first start with the gyrokinetic Vlasov–Poisson

system.4 The gyrokinetic Vlasov equation in slab geometry

for k!
2 , i

2!1 takes the form of

dF(

dt
-

.F(

.t
%v !

.F(
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$
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.+
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where v t(-!T( /m(, ( denotes species and (se ,si)#(1,
$/-$Te /Ti) for the electrons and ions, respectively. Let-

ting
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d# f (

dt
#$

dF0(

dt
#$

c

B

.+

.x
&b̂•"(F0(

%s(v !" .

.x !

e+

Te
#F0( , !1"

where "(-$(.F0( /.x)/F0( represents the zeroth-order in-

homogeneity. The corresponding equations of motion for

particle pushing are
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Gyrokinetic Simulation of Ion Temperature Gradient Driven Turbulence in 3D Toroidal Geometry
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Results from a fully nonlinear three-dimensional toroidal electrostatic gyrokinetic simulation of the
ion temperature gradient instability are presented. The model has adiabatic electrons and the complete

gyrophase-averaged ion dynamics, including trapped particles. Results include the confirmation of the
radially elongated ballooning mode structure predicted by linear theory, and the nonlinear saturation of
these toroidal modes. The ensuing turbulent spectrum retains remnants of the linear mode structure,

and has very similar features as recent experimental fluctuation measurements.

PACS numbers: 52.35.Ra, 52.25.Gj, 52.35.Qz

Recent advances in both nonlinear Sf methods for

gyrokinetic simulation [1,2] and massively parallel super-

computing now make it possible to simulate a sizable

fraction of a tokamak plasma using realistic physical pa-

rameters. Here, we report results from the f][rst whole

cross section three-dimensional (3D) electrostatic toroi-

dal gyrokinetic simulation. We investigate the nonlinear

evolution of the ion temperature gradient (ITG) driven
instability and the associated turbulence and transport in

realistic geometry and dimensionality. The ITG mode

has long been considered a plausible candidate to explain
the observed anomalous ion heat transport in tokamak

plasmas, which is substantially above the predicted neo-

classical values [3,4]. The simulation results presented

below show very similar features in terms of the Auctua-

tion spectrum as the recent beam emission spectroscopy
(BES) diagnostic on TFTR [5].
In these simulations, the ions are fully gyrokinetic, in-

cluding trapped particles. The electrons are treated as

adiabatic which permits a moderate size time step (simu-

lations with kinetic electrons are feasible, but the time

step would need to be smaller by the factor v„/v„). The
simulation is running eSciently on massively parallel

supercomputers (currently the CM-200 and CM-5)
which allow simulations of relatively large systems (e.g. ,
a) 100p; minor radius, Ax =p;). Typical runs up to this

point have used 10 to 10 particles with 1 to 2 particles

per grid cell, and a timing of 2-3 ps per particle per time

step on a fully configured CM-200. Fine grid resolution

is needed in the toroidal direction because the mode

structure is helical (elongated along the magnetic field

lines, i.e., ki«k&), resulting in a smaller number of par-
ticles per grid cell relative to conventional slab simula-

tions.

Starting with the electrostatic gyrokinetic equations
with a nonuniform equilibrium 8 field [6], we write

f(z, t) =f0(z)+Sf(z, t), where z=(R, v~~, p), and expand

z into its equilibrium and perturbed parts: z=i +z'.
fo(z) is a Maxwellian and satisfies i 8+0(z) =0. The
equation for the perturbed ion distribution function 6f is
then [1]

8,Sf+i 8,8f=—i' t)+0,

(R, r'i ) = —xVP, b VQ (3)

A ~ A A A A

where b —=b+ (v i/B) b x b. Vb, P is the gyrophase-

averaged electrostatic potential, and dimensionless gyro-
kinetic units are used R/p, R, vi~/c, vi, eiti/T,
0,;t t, B/Bo 8, Bo is a reference value of B, p
=(v~/c, ) /(2B/Bo), 0; =eB0/m;c, c, =JT,/m;, and p,
=c,/n;.
The particles follow their fully nonlinear trajectories,

6f is represented by B6f(z, t) =P;w;6(z —z;), and parti-

cle weight w; is then evolved using [1]

w;= —(1 —w) i , rl
j'0

z=z;, t
(4)

Electromagnetic equations have been formulated [I], but
not yet implemented in the code. Equations (2) and (3)
are similar to those of Hahm [6], and accurate to the

same order, but we have assumed B*=B for numerical

eSciency. As usual, finite size particles are used in the

configuration space. The electrons are assumed adiabatic

(Sn, /nri=ep/T, ). This model predicts negligible particle

transport and is probably inappropriate at the plasma

edge [7]. However, this assumption may be appropriate
for predicting core ion heat transport when LT/L„)) 1

[8-10].
The simulation coordinates (x,y, y) are related to the

usual toroidal coordinates (r, o, iver) through x =r cos9
and y =rsin0. Using these coordinates, assuming (ki/
k~)Bti/B~&&1, where Ba and B~ are the poloidal and

toroidal components of 8, one can transform the electro-

static field equation [11]to obtain

(T /T ) [1 10(k~T /T )]0(k~, y)

=6n; (k~, iver) —y(k~, it ), (5)

where &7; =(n; —no)/no, n; is the gyrophase-averaged ion

where the magnetic moment p is time independent and

the other equilibrium and perturbed phase space variables

are evolved using

(R,v ii ) = (—v ib +—1&VB,b* pVB ),
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density, k& =(k,p„k~p, ), and higher order terms have

been neglected. p, is assumed constant in Eq. (5). For
the radial boundary condition we set Bn; to zero for

r ~ a —4p, within the square cross section. The magnet-

ic field is fixed and specified by B~=BpRp/R, Be=rB~/

Rpq(r), and q(r) =qp+Aq(r/a) . Initial equilibrium

density and temperature profiles are used such that I.„
—:iVni/n and LT '=[VT[/T have a radial variation pro-

portional to sech [(r—rp)/l], where rp and 1 as well as

the peak normalized gradients L„'(rp) and LT '(rp) are
all specified parameters. For the results presented, the

particles are loaded homogeneously and the variation in

the profile appears only in the right-hand side of Eq. (4).
We will now discuss simulation results from a run us-

ing the following numerical parameters: 10 particles, a

128x[28x64 grid in (x,y, y), with a perpendicular grid

cell size hx =Ay =p„and a time step of Ate, /LT(rp)
=0.45. The physical parameters are eT =LT(r p)—/R p

=0.075, 1/L„(rp) =0, T; =T„a=64p„and Rp =892p„
qp=1. 25, hq =3, /=20p„rp= z a, q(rp) =2, s
—= (r/q)dq/dr =0.75 at rp. The local parameters at r =rp

are similar to the TFTR perturbed supershot experiment

[12], except for the aspect ratio. In the initial phase of

the run, we observe a clean linear growth of the most un-

stable toroidal harmonic and the associated 2D eigen-

mode in (r, O) with a ballooning type mode structure.

Figures 1(a) and 1(b) are the poloidal and toroidal slices

of the potential in the linear phase. Figure 1(c) shows
the relative amplitude of the various (m, n) modes

in the linear phase at the q
=2 Aux surface for

„ltd „exp(—irn8 int—t/) O. ne dominant toroidal

harmonic is present (n =4) with a dominant poloidal har-

monic (m =8) plus a few lower amplitude sidebands to

produce the ballooning envelope. Figures 1(a)-1(e) are
snapshots taken just before the saturation of the dom-

inant mode.

The measured real frequency is ro„=—0.06c,/LT and

the growth rate is y=0.03c,/LT. The closest analytic

theory for toroidal ITG modes, in terms of the assumed

ordering, is the slab branch in the long wavelength limit

[4] with tII—tpi, —eT nI~TI, kap; —eij, and the approxi-

mate dispersion relation given by

(7J ) I/5[( k ) 2~/ ] 2/5 i7x/IP

qRp
(6)

which yields cp„=—0.05c,/LT and @=0.07c,/LT. Com-

parisons with more detailed eigenmode calculations of

Tang and Rewoldt [3] show agreement within 15% in

terms of real frequency, growth rate, and mode structure.

This dominant eigenmode grows linearly and saturates at

a level of e[p(r =rp, 0=0,n =4)[/T, =0.03, which is in

the range of the mixing length level I/k&LT =0.06, where

Q(x Y V=O) p(x Y=O, V)

(c)
8—
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FIG. 1. plots of the electrostatic potential during the linear phase and nonlinearly saturated steady state. (a) poloidal cross sec-

tton during the linear phase, (b) toroidal cross section during the linear phase, (c) excited toroidal and poloidal harmonics during the

1'"ear P"ase' the size of the circle indicates amplitude of the potential; measurement is made at the q =2 surface; (d)-(f) are the
same diagnostics, taken during the saturated steady state.
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organic material in any unit below unit 1, and
(v) the lack of evidence of vegetation growth
except locally within units 2 and 3. Because
intense precipitation along the arid Peruvian
coast is typically associated with El Niño events
today, we infer that such events also produced
the debris-flow and flood deposits at Quebrada
Tacahuay.

Radiocarbon dating of units 1, 2, 3, 4, 4c3,
and 8 (Table 1 and Fig. 2) divide the sedi-
mentary history of the site after deposition of
unit 8 into three periods. First, between about
12,500 and 8900 to 8700 cal. yr B.P., four
extensive debris flows (units 2, 3, 6, and 7)
and an extensive sheetflood (unit 4) covered
the site—an average of one sedimentation
event every 700 to 800 years. In contrast,
between about 8900 to 8700 and about 5300
cal. yr B.P., the only flood or debris-flow
sediments deposited were two thin and fine-
grained debris-flow units confined to a small
channel and exposed in only one profile
(units 4c1 and 4c2, Fig. 2). Flood and debris-
flow activity thus diminished significantly in
both severity and frequency during this peri-
od, which corresponds to the !8900 to 5700
cal. yr B.P. (8000 to 5000 14C yr B.P.) hiatus
in El Niño activity deduced from shell-mid-
den data farther north (12). Finally, at !5300
cal. yr B.P., another extensive debris-flow
deposit (unit 1) covered the site at Quebrada
Tacahuay before sediment supply was cut off
by incision of the present main channel (Fig.
1). The debris-flow and flood deposits under-
lying unit 8 have not been dated but are older
than the !12,700 to 12,500 cal. yr B.P. age of
that unit. The similarities between them and
the younger sediments suggest that condi-
tions producing El Niño events were also
present there in the Pleistocene.

The Quebrada Tacahuay site was almost
certainly used largely or entirely for obtaining
maritime resources as indicated by the over-
whelming proportion of maritime elements
(99.8%) in the faunal remains. Indications that
most or all of these remains were associated
with anthropogenic activity include evidence of
butchering, the large numbers of burned bones,
the presence of marine mollusk fragments, and
the spatial association of the remains with the
hearth and lithic artifacts. The primary activ-
ity at the site evidently was processing sea-
birds, and secondary activities included pro-
cessing fish and shellfish. We therefore infer
that people with a maritime-based economy
were present there about 12,700 to 12,500
years ago, during the period when the Andean
coast was first settled. After that time, cata-
strophic floods and debris flows may have
affected the occupation history of the site. A
debris flow inundated the site, possibly when
it was still in use, and the locality was not
reoccupied until !3500 years later, when
flood and debris-flow activity had substan-
tially diminished.
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de la Côte Nord du Pérou (Cahiers du Quaternaire,
no. 18, CNRS, Paris, 1992).

5. D. H. Sandweiss, J. B. Richardson III, E. J. Reitz, J. T.
Hsu, R. A. Feldman, in Ecology, Settlement, and His-
tory in the Osmore Drainage, Peru, D. S. Rice, C.
Stanish, P. R. Scarr, Eds. (Br. Archaeol. Rep. Int. Ser.
545i, 1989), pp. 35–84.

6. A. C. Roosevelt et al., Science 272, 373 (1996); R. E.
Taylor, C. V. Haynes Jr., M. Stuiver, Antiquity 70, 515
(1996).

7. For recent discussions, see papers presented at Soci-
ety for American Archaeology’s 63rd Annual Meeting
Symposium on Terminal Pleistocene/Early Holocene
Maritime Adaptations Along the Pacific Coast of the
Americas, 27 March 1998, Seattle, WA.

8. M. E. Moseley, The Maritime Foundations of Andean
Civilization (Cummings, Menlo Park, CA, 1975); An-
dean Past 3, 5 (1992).

9. D. H. Sandweiss et al., Science 281, 1830 (1998).
10. See, for example, C. N. Caviedes, Geogr. Rev. 74, 267
(1984).

11. L. E. Wells, J. Geophys. Res. 92, 14463 (1987); thesis,
Stanford University, Stanford, CA (1988); Geology
18, 1134 (1990); L. Ortlieb, T. J. DeVries, A. Dı́az, Bol.
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Turbulent Transport Reduction
by Zonal Flows: Massively

Parallel Simulations
Z. Lin,* T. S. Hahm, W. W. Lee, W. M. Tang, R. B. White

Three-dimensional gyrokinetic simulations of microturbulence in magnetically
confined toroidal plasmas with massively parallel computers showed that, with
linear flow damping, an asymptotic residual flow develops in agreement with
analytic calculations. Nonlinear global simulations of instabilities driven by
temperature gradients in the ion component of the plasma support the view
that turbulence-driven fluctuating zonal flows can substantially reduce turbu-
lent transport. Finally, the outstanding differences in the flow dynamics ob-
served in global and local simulations are found to be due to profile variations.

Turbulence shear suppression by E " B
flows (plasma flows induced by an electric
field perpendicular to a magnetic field line) is
the most likely mechanism responsible for
the transition to various forms of enhanced
confinement regimes observed in magnetical-
ly confined plasmas (1). Understanding the
mechanisms of turbulence suppression (2, 3)
and developing techniques to control turbu-
lence are needed for developing magnetic

fusion. Recent experimental data from toka-
maks (4) revealed the presence of small ra-
dial-scale E " B flows that cannot be ex-
plained by the existing neoclassical (Cou-
lomb collisional) theory. These observations
point to the possibility that E " B zonal
flows generate spontaneously and regulate
the turbulence. Turbulent transport is believed
to arise from electrostatic pressure-gradient–
driven instabilities. These highly complex non-
linear phenomena can be most effectively in-
vestigated by numerical experiments. One of
the most promising approaches is gyrokinetic
particle-in-cell simulation (5), which suppress-
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organic material in any unit below unit 1, and
(v) the lack of evidence of vegetation growth
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the debris-flow and flood deposits at Quebrada
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Tacahuay before sediment supply was cut off
by incision of the present main channel (Fig.
1). The debris-flow and flood deposits under-
lying unit 8 have not been dated but are older
than the !12,700 to 12,500 cal. yr B.P. age of
that unit. The similarities between them and
the younger sediments suggest that condi-
tions producing El Niño events were also
present there in the Pleistocene.

The Quebrada Tacahuay site was almost
certainly used largely or entirely for obtaining
maritime resources as indicated by the over-
whelming proportion of maritime elements
(99.8%) in the faunal remains. Indications that
most or all of these remains were associated
with anthropogenic activity include evidence of
butchering, the large numbers of burned bones,
the presence of marine mollusk fragments, and
the spatial association of the remains with the
hearth and lithic artifacts. The primary activ-
ity at the site evidently was processing sea-
birds, and secondary activities included pro-
cessing fish and shellfish. We therefore infer
that people with a maritime-based economy
were present there about 12,700 to 12,500
years ago, during the period when the Andean
coast was first settled. After that time, cata-
strophic floods and debris flows may have
affected the occupation history of the site. A
debris flow inundated the site, possibly when
it was still in use, and the locality was not
reoccupied until !3500 years later, when
flood and debris-flow activity had substan-
tially diminished.
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Three-dimensional gyrokinetic simulations of microturbulence in magnetically
confined toroidal plasmas with massively parallel computers showed that, with
linear flow damping, an asymptotic residual flow develops in agreement with
analytic calculations. Nonlinear global simulations of instabilities driven by
temperature gradients in the ion component of the plasma support the view
that turbulence-driven fluctuating zonal flows can substantially reduce turbu-
lent transport. Finally, the outstanding differences in the flow dynamics ob-
served in global and local simulations are found to be due to profile variations.

Turbulence shear suppression by E " B
flows (plasma flows induced by an electric
field perpendicular to a magnetic field line) is
the most likely mechanism responsible for
the transition to various forms of enhanced
confinement regimes observed in magnetical-
ly confined plasmas (1). Understanding the
mechanisms of turbulence suppression (2, 3)
and developing techniques to control turbu-
lence are needed for developing magnetic

fusion. Recent experimental data from toka-
maks (4) revealed the presence of small ra-
dial-scale E " B flows that cannot be ex-
plained by the existing neoclassical (Cou-
lomb collisional) theory. These observations
point to the possibility that E " B zonal
flows generate spontaneously and regulate
the turbulence. Turbulent transport is believed
to arise from electrostatic pressure-gradient–
driven instabilities. These highly complex non-
linear phenomena can be most effectively in-
vestigated by numerical experiments. One of
the most promising approaches is gyrokinetic
particle-in-cell simulation (5), which suppress-
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es the rapid gyromotion of a charged particle
about the magnetic field line. By use of low-
noise numerical algorithms (6, 7) and massive-
ly parallel computers, we were able to repro-
duce key features of turbulent transport ob-
served at the core of tokamak plasmas.

Previous toroidal gyrokinetic and gy-
rofluid (8) simulations of instabilities driven
by the ion-temperature gradient (ITG) in a
local geometry, which follows a magnetic
field line (8–10), have indicated that turbu-
lence-driven zonal flows play a crucial role in
regulating nonlinear saturation and transport
levels. However, global gyrokinetic simula-
tions, which treat the whole plasma volume,
either did not include (11) or did not observe
(12, 13) substantial effects of these self-gen-
erated flows in steady-state transport. Be-
cause local simulations are restricted to a
flux-tube domain of a few turbulence decor-
relation lengths with radially periodic bound-
ary conditions and assume scale separation
between the turbulence and equilibrium pro-
files, the key issues of transport scaling and
effects of steep pressure profiles in transport
barriers can be most effectively studied in
global simulations.

We developed a fully three-dimensional
(3D) global gyrokinetic toroidal code (GTC)
(7) based on the low-noise nonlinear !f
scheme (6) for studying both turbulence and
neoclassical physics. The code uses a general
geometry Poisson solver (14) and Hamiltoni-
an guiding center equations of motion (15) in
magnetic coordinates (16) to treat both ad-
vanced axisymmetric and nonaxisymmetric
configurations with realistic numerical mag-
netohydrodynamics equilibria. This global
code takes into account equilibrium profile
variation effects and has low particle noise.
Furthermore, a single code can simulate both
a full poloidal cross section and an annular
box to provide a connection between global
and local simulations. The GTC code was
implemented as a platform-independent pro-
gram and achieved nearly perfect scalability
on various massively parallel processing
(MPP) systems (for example, CRAY-T3E

and Origin-2000 supercomputers). This scal-
ability enables us to fully use the rapidly
increasing MPP computer power that present-
ly allows routine nonlinear simulations of
more than 108 particles to treat realistic plas-
mas parameters of existing fusion experi-
ments. Nevertheless, a more than two orders
of magnitude increase in computing power
will be required to assess turbulent transport
properties of reactor-relevant plasmas with
additional key features such as nonadiabatic
electron response, electromagnetic perturba-
tions, and larger system size.

The GTC code was benchmarked against
earlier analytic and computational models for
neoclassical transport (17) and toroidal ITG
simulations (7). Linear ITG growth rates and
real frequencies agree well with results from
linear gyrofluid code (8) calculations, and
steady-state transport results are consistent
with those from global gyrokinetic Cartesian
code (11) nonlinear simulations when turbu-
lence-driven E " B flows are suppressed. We
tested convergence by varying the size of
each time step, the number of grid points, and
the number of particles in nonlinear simula-
tions. The convergence of the ion heat con-
ductivity #i and fluctuation energy level with
respect to the number of particles was dem-
onstrated in nonlinear simulations with 20
million grid points with representative plas-
ma parameters from tokamak experiments.
The ion heat conductivity remained un-
changed when the number of particles was
increased from 32 million to 80 million. Sim-
ilar convergence of the fluctuation energy
was obtained with 80 million particles.

Turbulence-generated zonal flows in toroi-
dal plasmas are driven by the flux-surface–
averaged radially local charge separation and
mainly in the poloidal direction for high–aspect
ratio devices. Rosenbluth and Hinton (18)

showed that an accurate prediction of the un-
damped component of poloidal flows is impor-
tant in determining the transport level in non-
linear turbulence simulations and provided an
analytical test for predicting the residual flow
level in response to an initial flow perturbation.
We reproduced this test in gyrokinetic particle
simulations by solving the toroidal gyrokinetic
equation (19) with an initial source that is con-
stant on a flux surface and introduced a pertur-
bation of the poloidal flow. This flow was
relaxed through the transit time magnetic
pumping effect (20) followed by a slower
damped oscillation with a characteristic fre-
quency corresponding to that of the geodesic
acoustic mode (21). The residual level of this
flow measured from the simulation agrees well
with the theoretical prediction (18).

Turbulence-driven zonal flows are now
self-consistently included in the nonlinear
simulations of toroidal ITG instabilities. The
flows are generated by the Reynolds stress
(22) and can be considered as a nonlinear
instability associated with inverse cascade of
the turbulent spectra (23). Our global simu-
lations produced fluctuating E " B zonal
flows containing substantial components with
radial scales and frequencies comparable to
those of the turbulence. These results are in
qualitative agreement with flux-tube simula-
tions (8, 10) and demonstrate the possible
existence and the importance of such fluctu-
ating flows. These simulations used represen-
tative parameters of DIII-D tokamak high
confinement mode core plasmas, which have
a peak ion-temperature gradient at minor ra-
dius r $ 0.5a with the following local param-
eters: R0/LT $ 6.9, Ln/LT $ 3.2, q $ 1.4,
(r/q)(dq/dr) $ 0.78, Te/Ti $ 1, and a/R0 $
0.36, where R0 is the major radius, LT and Ln

are the temperature and density gradient scale
lengths, respectively, Ti is the ion tempera-

Fig. 1. Time history of ion heat conductivities
with (solid) and without (dotted) E " B flows
in global simulations with realistic plasma
parameters.

Fig. 2. Poloidal contour plots of fluctuation potential (e%/Ti) in the steady state of nonlinear global
simulation with E" B flows included (A) and with the flows suppressed (B). The dominant poloidal
spectrum k& $ 0 mode is filtered out to highlight the differences in the turbulent eddy size.
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es the rapid gyromotion of a charged particle
about the magnetic field line. By use of low-
noise numerical algorithms (6, 7) and massive-
ly parallel computers, we were able to repro-
duce key features of turbulent transport ob-
served at the core of tokamak plasmas.

Previous toroidal gyrokinetic and gy-
rofluid (8) simulations of instabilities driven
by the ion-temperature gradient (ITG) in a
local geometry, which follows a magnetic
field line (8–10), have indicated that turbu-
lence-driven zonal flows play a crucial role in
regulating nonlinear saturation and transport
levels. However, global gyrokinetic simula-
tions, which treat the whole plasma volume,
either did not include (11) or did not observe
(12, 13) substantial effects of these self-gen-
erated flows in steady-state transport. Be-
cause local simulations are restricted to a
flux-tube domain of a few turbulence decor-
relation lengths with radially periodic bound-
ary conditions and assume scale separation
between the turbulence and equilibrium pro-
files, the key issues of transport scaling and
effects of steep pressure profiles in transport
barriers can be most effectively studied in
global simulations.

We developed a fully three-dimensional
(3D) global gyrokinetic toroidal code (GTC)
(7) based on the low-noise nonlinear !f
scheme (6) for studying both turbulence and
neoclassical physics. The code uses a general
geometry Poisson solver (14) and Hamiltoni-
an guiding center equations of motion (15) in
magnetic coordinates (16) to treat both ad-
vanced axisymmetric and nonaxisymmetric
configurations with realistic numerical mag-
netohydrodynamics equilibria. This global
code takes into account equilibrium profile
variation effects and has low particle noise.
Furthermore, a single code can simulate both
a full poloidal cross section and an annular
box to provide a connection between global
and local simulations. The GTC code was
implemented as a platform-independent pro-
gram and achieved nearly perfect scalability
on various massively parallel processing
(MPP) systems (for example, CRAY-T3E

and Origin-2000 supercomputers). This scal-
ability enables us to fully use the rapidly
increasing MPP computer power that present-
ly allows routine nonlinear simulations of
more than 108 particles to treat realistic plas-
mas parameters of existing fusion experi-
ments. Nevertheless, a more than two orders
of magnitude increase in computing power
will be required to assess turbulent transport
properties of reactor-relevant plasmas with
additional key features such as nonadiabatic
electron response, electromagnetic perturba-
tions, and larger system size.

The GTC code was benchmarked against
earlier analytic and computational models for
neoclassical transport (17) and toroidal ITG
simulations (7). Linear ITG growth rates and
real frequencies agree well with results from
linear gyrofluid code (8) calculations, and
steady-state transport results are consistent
with those from global gyrokinetic Cartesian
code (11) nonlinear simulations when turbu-
lence-driven E " B flows are suppressed. We
tested convergence by varying the size of
each time step, the number of grid points, and
the number of particles in nonlinear simula-
tions. The convergence of the ion heat con-
ductivity #i and fluctuation energy level with
respect to the number of particles was dem-
onstrated in nonlinear simulations with 20
million grid points with representative plas-
ma parameters from tokamak experiments.
The ion heat conductivity remained un-
changed when the number of particles was
increased from 32 million to 80 million. Sim-
ilar convergence of the fluctuation energy
was obtained with 80 million particles.

Turbulence-generated zonal flows in toroi-
dal plasmas are driven by the flux-surface–
averaged radially local charge separation and
mainly in the poloidal direction for high–aspect
ratio devices. Rosenbluth and Hinton (18)

showed that an accurate prediction of the un-
damped component of poloidal flows is impor-
tant in determining the transport level in non-
linear turbulence simulations and provided an
analytical test for predicting the residual flow
level in response to an initial flow perturbation.
We reproduced this test in gyrokinetic particle
simulations by solving the toroidal gyrokinetic
equation (19) with an initial source that is con-
stant on a flux surface and introduced a pertur-
bation of the poloidal flow. This flow was
relaxed through the transit time magnetic
pumping effect (20) followed by a slower
damped oscillation with a characteristic fre-
quency corresponding to that of the geodesic
acoustic mode (21). The residual level of this
flow measured from the simulation agrees well
with the theoretical prediction (18).

Turbulence-driven zonal flows are now
self-consistently included in the nonlinear
simulations of toroidal ITG instabilities. The
flows are generated by the Reynolds stress
(22) and can be considered as a nonlinear
instability associated with inverse cascade of
the turbulent spectra (23). Our global simu-
lations produced fluctuating E " B zonal
flows containing substantial components with
radial scales and frequencies comparable to
those of the turbulence. These results are in
qualitative agreement with flux-tube simula-
tions (8, 10) and demonstrate the possible
existence and the importance of such fluctu-
ating flows. These simulations used represen-
tative parameters of DIII-D tokamak high
confinement mode core plasmas, which have
a peak ion-temperature gradient at minor ra-
dius r $ 0.5a with the following local param-
eters: R0/LT $ 6.9, Ln/LT $ 3.2, q $ 1.4,
(r/q)(dq/dr) $ 0.78, Te/Ti $ 1, and a/R0 $
0.36, where R0 is the major radius, LT and Ln

are the temperature and density gradient scale
lengths, respectively, Ti is the ion tempera-

Fig. 1. Time history of ion heat conductivities
with (solid) and without (dotted) E " B flows
in global simulations with realistic plasma
parameters.

Fig. 2. Poloidal contour plots of fluctuation potential (e%/Ti) in the steady state of nonlinear global
simulation with E" B flows included (A) and with the flows suppressed (B). The dominant poloidal
spectrum k& $ 0 mode is filtered out to highlight the differences in the turbulent eddy size.

R E P O R T S

18 SEPTEMBER 1998 VOL 281 SCIENCE www.sciencemag.org1836

 o
n
 S

e
p
te

m
b
e
r 

2
, 
2
0
1
1

w
w

w
.s

c
ie

n
c
e
m

a
g
.o

rg
D

o
w

n
lo

a
d
e
d
 f
ro

m
 



Nonlinear turbulent transport in magnetic
fusion plasmas

W W Lee, S Ethier, R Kolesnikov, W X Wang and W M Tang
Plasma Physics Laboratory, Princeton University, Princeton, NJ 08543, USA
E-mail: wwlee@pppl.gov

Received 4 August 2008
Published 10 December 2008
Computational Science & Discovery 1 (2008) 015010 (14pp)
doi:10.1088/1749-4699/1/1/015010

Abstract. For more than a decade, the study of microturbulence driven by ion temperature
gradient (ITG) drift instabilities in tokamak devices has been an active area of research in
magnetic fusion science for both experimentalists and theorists alike. An important impetus
for this avenue of research was the discovery of the radial streamers associated with the ITG
modes in the early 1990s using the particle-in-cell (PIC) simulation method. Subsequently,
ITG simulations using codes with increasing realism have been made possible by the dramatic
increase in computing power. Notable examples were the demonstration of the importance
of nonlinearly generated zonal flows in regulating ion thermal transport and the transition
from Bohm to gyroBohm scaling with increased device size. In this paper, we will describe
an interesting nonlinear physical process, as well as the resulting turbulent transport, that
is associated with the interactions between the nonlinear parallel acceleration of the ions
and the zonal flow modes. This study was carried out by utilizing a fully parallelized three-
dimensional PIC code in global toroidal geometry on the most advanced, modern, massively
parallel supercomputers.
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Figure 5. Time evolution of (a) the ion thermal flux, (b) the particle weights, (c) the field energy,
and (d) the radial modes, as well as (e) the zonal flow structure for a/ρ = 500 including both the
nonlinearly generated zonal flows and the velocity space nonlinearity (VNL).

results seem to indicate that the transition from Bohm to gyroBohm scaling takes place around a/ρi ≈ 500,
which is similar to the trend observed in the previous study [12]. However, the actual thermal diffusivities from
the present study are an order of magnitude lower than those given by Lin et al [12]. The size of a/ρ = 125
roughly corresponds to actual toroidal confinement experiments of the DIIID tokamak machine at General
Atomics, Inc. (GA) and the National Spherical Torus Experiment (NSTX) at the Princeton Plasma Physics
Laboratory (PPPL), and the size of a/ρ = 500 is similar to the Tokamak Fusion Test Reactor (TFTR) (now
dismantled) discharges also at PPPL. If these results in figure 6 were to be believed, the ion thermal diffusivity
may be well into the gyroBohm regime for the planned ITER where a/ρ ! 1000.

Our results here reaffirm the earlier favorable prediction for ITER [12], but they also give a lower transport
level. The difference in magnitude for the χi between the two studies, while it is not essential, may be related
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Shear-Alfvén waves in gyrokinetic plasmas
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It is found that the thermal fluctuation level of the shear-Alfvén waves in a gyrokinetic plasma is

dependent on plasma #($cs
2/vA

2 ), where cs is the ion acoustic speed and vA is the Alfvén velocity.
This unique thermodynamic property based on the fluctuation–dissipation theorem is verified in this

paper using a new gyrokinetic particle simulation scheme, which splits the particle distribution

function into the equilibrium part as well as the adiabatic and nonadiabatic parts. The numerical

implication of this property is discussed. © 2001 American Institute of Physics.

%DOI: 10.1063/1.1400124&

I. INTRODUCTION

Gyrokinetic particle simulation1,2 was developed for the

purpose of reducing the temporal and spatial disparities in

the simulation plasma when one is only interested in the

long-wavelength and low-frequency modes in magnetically

confined plasmas. Another benefit of the gyrokinetic ap-

proach is the reduction of the numerical noise in the

simulation.2,3 With the introduction of the perturbative (' f )
particle simulation scheme,4 numerical noise is no longer an

issue, because we can always make it arbitrarily small.5

However, in this paper, we will show that the noise issue is

still relevant for perturbative gyrokinetic particle simulation

when finite-# effects associated with shear-Alfvén physics

are important. Both analytic and numerical results will be

presented. The former is based on the usual fluctuation–

dissipation theorem and the latter uses a new simulation

scheme which is the finite-# extension of the split-weight

perturbative gyrokinetic particle simulation scheme in the

electrostatic approximation.6 Specifically, the new split-

weight scheme breaks up the distribution function into an

equilibrium part, F0 , as well as an adiabatic part and a nona-

diabatic part. The adiabatic part is associated with the prod-

uct of F0 and the effective potential of (!)
"*+A ! /c+t dx ! , and the nonadiabatic part is followed dy-

namically. Here, ) is the electrostatic potential, A ! is the

vector potential, and x ! is the spatial coordinate along the

field line. As we will discuss, without the use of (, numerical
noise can interfere with the formation of shear-Alfvén nor-

mal modes. The present paper is organized as follows. In

Sec. II, the basic finite-# gyrokinetic formulation based on

the generalized Ohm’s law is described. The theoretical

properties in terms of the effective potential, (, are discussed
in Sec. III. The finite-# split-weight scheme and its use for

the verification of the numerical properties are given in Secs.

IV and V, respectively.

II. FINITE-! GYROKINETICS AND THE GENERALIZED
OHM’S LAW

In the gyrokinetic units of ,s($!-, i) and . i
#1 for

length and time, respectively, the governing gyrokinetic Vla-

sov equation for a finite-# plasma in slab geometry in the

limit of k!
2 , i

2$1 can be written as7

dF/

dt
$

+F/

+t
"v !b̂"

+F/

+x
#“)Ãb̂0"

+F/

+x

"s/v t/
2

+(

+x !

+F/

+v !
!0, !1"

where -$Te /Ti , / denotes species, v te
2 !mi /me , v ti

2!1/- ,
se!1, si!#- ,

b̂$b̂0"
'B
B0

!
B0

B0
"“A !Ãb̂0 , !2"

E
L!#“) , E !

T!#
+A !

+t
, !3"

and the superscripts L!ongitudinal" and T!ransverse" denote
the decomposition relative to the direction of wave propaga-

tion. The effective potential in Eq. !1" is defined as

+(

+x !
$#!EL"E !

T
b̂0""b̂!

+)

+x !
"

+A !

+t
, !4"

and +/+x !$b̂0"“ . The gyrokinetic Poisson’s equation for
k!
2 , i

2$1 can be simplified as

0!
2)!" !Fe#Fi"dv ! , !5"

where the electrostatic potential ) is normalized by Te /e and
*F0/ dv !!1. Ampere’s law then becomes

0!
2 A !!#" v !!Fe#Fi"dv ! , !6"

where the vector potential A ! is normalized by cTe /ecs , #
$cs

2/vA
2 , vA$c1D /,s is the Alfvén speed, and 1D is the

electron Debye length. %Note that the ion acoustic speed
cs($,s. i) is unity in the gyrokinetic unit.& Equations !1"–
!6" are the so-called !electromagnetic" Darwin model, in
which the transverse induction electric current, +ET/+t , is
neglected in Ampere’s law. The approximation of J !

T2J !
valid for k !$k! is also used here. To expedite the calculation

of +(/+x ! of Eq. !4", a generalized Ohm’s law in shearless

slab geometry, by combining Eqs. !1"–!6", can be written as
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retical properties presented in Sec. III, can easily be recov-

ered by using Eqs. !23" and !28" together with the necessary
equations for the ion response.

V. FINITE-! GYROKINETIC PARTICLE SIMULATION
RESULTS

The simulation has been carried out with a one-

dimensional simulation with quiet start code, GK1D.4,6 In the

code, both x and z are ignorable coordinates, y!#x ! , and

#"1 is the angle between the external B field and the z axis.
This is a linear simulation in which Eqs. !24"–!26" are sim-
plified to

dx ! /dt!v ! , dv ! /dt!0,

and

dwNA/dt!#$%/$t ,

respectively.

The simulation uses a 64 grid system with 6765 particles

and includes only the modes with k&s'$0.4. The other pa-
rameters are: mi /me!1837, (!1, #!0.01, and a !particle
size" !0. In all the simulations reported here, we initialized
the system with wj"1 for the ions and wj

NA"1 for the elec-

trons. The properties of the resulting %̄)*%(t)/%(t!0)+ in
terms of the fluctuation !noise" level, damping rate, and fre-
quency !based on the whole time history" for ,!0 are

shown in Fig. 1, where - i.t!0.2 is the time step used in
the simulation for resolving these modes. These are the well-

known /H modes, which have first been studied in detail and

well understood in Ref. 2. The noise level of e%̄/Te"3% is

reached at - it!60. However, the noise fluctuates wildly in
the ensuing simulation and reaches as high as 20% at times.

These high amplitude oscillations are mainly due to the lack

of simulation particles at the Maxwellian tail of //k !
'2.5v te . The simulation frequencies of //- i!$0.51
shown in Fig. 1 are higher than the theoretical values of

//- i!$0.43 given by Eq. !13" again due to the enhanced
noise as well as the high damping rate which tends to

broaden the frequency spectrum. These discrepancies in am-

plitude and frequency can, of course, be improved with more

particles. But, as we will show, they can also be improved

with the finite-, effects without using more particles. For

example, for the case of ,!0.01% with the same number of

particles and the same time step, the measured frequencies

become $0.32 compared favorably with the theoretical

value of $0.3 from Eq. !13". As shown in Fig. 2 for the case
of ,!0.1% where again the same number of particles are

used, but with a larger time step of - i.t!2, both the linear
frequencies !based on the whole time history" and the damp-
ing rate of (/%i0)/- i!$0.13#i0.011 are in excellent

agreement with the theoretical predictions of $0.14
#i0.011 from Eqs. !14" and !15". In the steady state, the

FIG. 1. !a" Damping rate and noise
level, and !b" frequencies for the

shear-Alfvén waves for ,!0.0%.

FIG. 2. !a" Damping rate and noise
level, and !b" frequencies for the

shear-Alfvén waves for ,!0.1%.
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is the transverse polarization drift for the ions, as first

pointed out by Qin et al.3 Consequently, gyrokinetic Am-

père’s law becomes

!2A!
1

vA
2

"2A!

"t2
"!

4#

c
Jgc , $15%

which, for Jgc"0 and A!&0 and with the ansatz of exp(ik
•x!i't), give rises to the compressional Alfvén normal
modes as

'2"k2vA
2 ,

where vA(c) i /'pi . However, for Jgc&0 and '2#k2vA
2 ,

the explicitly time-dependent part of Eq. $15% can be ignored,
where ' is the frequency of interest. Thus, when the com-

pressional Alfvén waves are not essential, e.g., in low-

frequency gyrokinetic $or drift-kinetic% plasmas, they can be
suppressed easily without invoking additional approximation

as in the case for MHD discussed in Sec. II. We will refer to

this approximate form of the equation as the low-frequency

gyrokinetic Ampère’s law. This important feature will be dis-

cussed later. The drift kinetic equation, Eq. $11%, is now
modified by

vE$B"
c

B0
EL$b̂0 , v!"v !b,

E !"E !
L%E !

T"!b•!*!
1

c

"A !

"t
, $16%

b(
B

B
+b̂0%

,B
B0

"b̂0%
!$A

B0
,

and * and A are given by Eqs. $13% and $15%, respectively.
Here, the conservation of -B((v!

2 /2B0) is assumed, which

we will discuss later. Consequently, only the parallel part of

Faraday’s law, E"(1/c)("A/"t)!!* , is used. These equa-
tions are similar to those presented in the earlier work based

on more rigorous derivations8,9 and are the electromagnetic

version of the gyrokinetic system in slab geometry.

We have so far shown how, in the drift kinetic limit, the

transverse part of the polarization drift gives rise to the com-

pressional Alfvén waves. Let us now proceed to show how

the longitudinal part of the polarization drift plays such an

essential role for the shear Alfvén waves. The zeroth-order

velocity moments of the drift kinetic equation, Eq. $11%,
gives

d.gc
dt

%b•!J !gc"0, $17%

where

.gc"e" $Figc!Fegc%dv,

J !gc"e" v !$Figc!Fegc%dv,

and

d

dt
(

"

"t
!
c

B
!*$b̂0•! .

With the substitution of the gyrokinetic Poisson’s equation,

Eq. $13%, and the gyrokinetic Ampère’s law, Eq. $15%, in the
quasineutral low-frequency limit, we have

d!!
2*

dt
%

vA
2

c
$b•!%!2A !"0. $18%

This is the gyrokinetic version of the vorticity equation, Eq.

$9%, and the first term on the right-hand side comes from the

polarization density in Eq. $13%. Most importantly, as one can
see, unlike for the MHD case, no additional geometric ap-

proximation described by Eq. $10% is needed in obtaining Eq.
$18%, neither do we need to assume k !

2#k!
2 . Letting E !"0 in

the drift kinetic equation, we recover the collisionless paral-

lel Ohm’s law, Eq. $8%, in its nonlinear form as

1

c

"A !

"t
%b•!*"0. $19%

These two equations, Eqs. $18% and $19% are often referred as
the reduced two-field MHD equations, which, for the ansatz

of exp(ik•x!i't), give the shear-Alfvén normal modes as

'2"k !
2vA
2 .

Thus, we easily make contact with the reduced MHD equa-

tions, Eqs. $8% and $9%. However, Eqs. $18% and $19% are more
general by including terms associated with b̂, as defined in

Eq. $16%, and with !2 instead of !!
2 . Moreover, we should

remark here, Eqs. $18% and $19% are valid for sheared slab,
but not Eqs. $8% and $9%. As we know, E !"0 is a special case
for the drift kinetic equation. In general, to study the kinetic

shear Alfvén waves, we have to solve the drift kinetic equa-

tion, Eq. $11%, along with Eq. $13%, Eq. $15% and Eq. $16%.
$See, e.g., Ref. 13.% In the cold electron limit, the shear Al-
fvén eigenmodes are '2"k !

2vA
2 /(1%c2k2/'pe

2 ), while, in the

warm electron limit, they become '2"k !
2vA
2 (1%k!

2 .s
2),

where .s(. i!Te /Ti.
The parallel Ampère’s law can be calculated as

!2A !"!
4#

c /
0
q0" v !F0gcdv. $20%

Equation $20% together with the gyrokinetic Poisson’s equa-
tion, Eq. $13% as well as the drift kinetic equation, Eqs. $11%
and $16%, form a complete set of equations describing low-

frequency physics for magnetically confined plasmas for

studying both gradient-driven microinstabilities and kinetic

MHD modes for k!. i#1. The reason that the longitudinal
induction current, "EL/"t , can be ignored in Ampère’s law
for low-frequency waves is as follows. From Eq. $19%, which
gives k !*"'A ! /c since E !"0, and from !•A"0, the term
in question is small if '2#k2c2 and/or '2#k !

2c2. This set of

equations is energy conserving. It can be shown that

"

"t # $ /0 m0

2
" v !

2F0gcdv !d-%
x

%
'pi
2

) i
2

1

8#
1&!!*&22x

%
1

8#
1&!A !&22x'"0,

where 1¯2x denotes spatial average.
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is the transverse polarization drift for the ions, as first
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•x!i't), give rises to the compressional Alfvén normal
modes as
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where vA(c) i /'pi . However, for Jgc&0 and '2#k2vA
2 ,

the explicitly time-dependent part of Eq. $15% can be ignored,
where ' is the frequency of interest. Thus, when the com-

pressional Alfvén waves are not essential, e.g., in low-

frequency gyrokinetic $or drift-kinetic% plasmas, they can be
suppressed easily without invoking additional approximation

as in the case for MHD discussed in Sec. II. We will refer to

this approximate form of the equation as the low-frequency

gyrokinetic Ampère’s law. This important feature will be dis-
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and * and A are given by Eqs. $13% and $15%, respectively.
Here, the conservation of -B((v!

2 /2B0) is assumed, which

we will discuss later. Consequently, only the parallel part of

Faraday’s law, E"(1/c)("A/"t)!!* , is used. These equa-
tions are similar to those presented in the earlier work based

on more rigorous derivations8,9 and are the electromagnetic

version of the gyrokinetic system in slab geometry.

We have so far shown how, in the drift kinetic limit, the

transverse part of the polarization drift gives rise to the com-

pressional Alfvén waves. Let us now proceed to show how

the longitudinal part of the polarization drift plays such an

essential role for the shear Alfvén waves. The zeroth-order

velocity moments of the drift kinetic equation, Eq. $11%,
gives

d.gc
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where
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With the substitution of the gyrokinetic Poisson’s equation,

Eq. $13%, and the gyrokinetic Ampère’s law, Eq. $15%, in the
quasineutral low-frequency limit, we have
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This is the gyrokinetic version of the vorticity equation, Eq.

$9%, and the first term on the right-hand side comes from the

polarization density in Eq. $13%. Most importantly, as one can
see, unlike for the MHD case, no additional geometric ap-

proximation described by Eq. $10% is needed in obtaining Eq.
$18%, neither do we need to assume k !

2#k!
2 . Letting E !"0 in

the drift kinetic equation, we recover the collisionless paral-

lel Ohm’s law, Eq. $8%, in its nonlinear form as
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These two equations, Eqs. $18% and $19% are often referred as
the reduced two-field MHD equations, which, for the ansatz

of exp(ik•x!i't), give the shear-Alfvén normal modes as
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2 .

Thus, we easily make contact with the reduced MHD equa-

tions, Eqs. $8% and $9%. However, Eqs. $18% and $19% are more
general by including terms associated with b̂, as defined in

Eq. $16%, and with !2 instead of !!
2 . Moreover, we should

remark here, Eqs. $18% and $19% are valid for sheared slab,
but not Eqs. $8% and $9%. As we know, E !"0 is a special case
for the drift kinetic equation. In general, to study the kinetic

shear Alfvén waves, we have to solve the drift kinetic equa-

tion, Eq. $11%, along with Eq. $13%, Eq. $15% and Eq. $16%.
$See, e.g., Ref. 13.% In the cold electron limit, the shear Al-
fvén eigenmodes are '2"k !
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2 /(1%c2k2/'pe

2 ), while, in the

warm electron limit, they become '2"k !
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The parallel Ampère’s law can be calculated as
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Equation $20% together with the gyrokinetic Poisson’s equa-
tion, Eq. $13% as well as the drift kinetic equation, Eqs. $11%
and $16%, form a complete set of equations describing low-

frequency physics for magnetically confined plasmas for

studying both gradient-driven microinstabilities and kinetic

MHD modes for k!. i#1. The reason that the longitudinal
induction current, "EL/"t , can be ignored in Ampère’s law
for low-frequency waves is as follows. From Eq. $19%, which
gives k !*"'A ! /c since E !"0, and from !•A"0, the term
in question is small if '2#k2c2 and/or '2#k !

2c2. This set of

equations is energy conserving. It can be shown that
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is the transverse polarization drift for the ions, as first

pointed out by Qin et al.3 Consequently, gyrokinetic Am-

père’s law becomes
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where vA(c) i /'pi . However, for Jgc&0 and '2#k2vA
2 ,

the explicitly time-dependent part of Eq. $15% can be ignored,
where ' is the frequency of interest. Thus, when the com-

pressional Alfvén waves are not essential, e.g., in low-

frequency gyrokinetic $or drift-kinetic% plasmas, they can be
suppressed easily without invoking additional approximation

as in the case for MHD discussed in Sec. II. We will refer to

this approximate form of the equation as the low-frequency

gyrokinetic Ampère’s law. This important feature will be dis-
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and * and A are given by Eqs. $13% and $15%, respectively.
Here, the conservation of -B((v!

2 /2B0) is assumed, which

we will discuss later. Consequently, only the parallel part of

Faraday’s law, E"(1/c)("A/"t)!!* , is used. These equa-
tions are similar to those presented in the earlier work based

on more rigorous derivations8,9 and are the electromagnetic

version of the gyrokinetic system in slab geometry.

We have so far shown how, in the drift kinetic limit, the

transverse part of the polarization drift gives rise to the com-

pressional Alfvén waves. Let us now proceed to show how
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proximation described by Eq. $10% is needed in obtaining Eq.
$18%, neither do we need to assume k !

2#k!
2 . Letting E !"0 in

the drift kinetic equation, we recover the collisionless paral-

lel Ohm’s law, Eq. $8%, in its nonlinear form as

1

c

"A !

"t
%b•!*"0. $19%

These two equations, Eqs. $18% and $19% are often referred as
the reduced two-field MHD equations, which, for the ansatz

of exp(ik•x!i't), give the shear-Alfvén normal modes as

'2"k !
2vA
2 .

Thus, we easily make contact with the reduced MHD equa-

tions, Eqs. $8% and $9%. However, Eqs. $18% and $19% are more
general by including terms associated with b̂, as defined in

Eq. $16%, and with !2 instead of !!
2 . Moreover, we should

remark here, Eqs. $18% and $19% are valid for sheared slab,
but not Eqs. $8% and $9%. As we know, E !"0 is a special case
for the drift kinetic equation. In general, to study the kinetic

shear Alfvén waves, we have to solve the drift kinetic equa-

tion, Eq. $11%, along with Eq. $13%, Eq. $15% and Eq. $16%.
$See, e.g., Ref. 13.% In the cold electron limit, the shear Al-
fvén eigenmodes are '2"k !

2vA
2 /(1%c2k2/'pe

2 ), while, in the

warm electron limit, they become '2"k !
2vA
2 (1%k!

2 .s
2),

where .s(. i!Te /Ti.
The parallel Ampère’s law can be calculated as

!2A !"!
4#

c /
0
q0" v !F0gcdv. $20%

Equation $20% together with the gyrokinetic Poisson’s equa-
tion, Eq. $13% as well as the drift kinetic equation, Eqs. $11%
and $16%, form a complete set of equations describing low-

frequency physics for magnetically confined plasmas for

studying both gradient-driven microinstabilities and kinetic

MHD modes for k!. i#1. The reason that the longitudinal
induction current, "EL/"t , can be ignored in Ampère’s law
for low-frequency waves is as follows. From Eq. $19%, which
gives k !*"'A ! /c since E !"0, and from !•A"0, the term
in question is small if '2#k2c2 and/or '2#k !

2c2. This set of

equations is energy conserving. It can be shown that

"
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%
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where 1¯2x denotes spatial average.
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where L is the number of points in a ring for the numerical

calculation. For L→& , we recover J0 . However, only four
points are needed (L"4), if we use a grid size of ( i in the
simulation and, consequently, are only interested in k!( i
%2, for which J0&J4 . In such a system, electrons can be

represented by the gyrocenters since (e'( i .
We can use the similar treatment for the perpendicular

current density, given by perpendicular part of Eqs. '24) or
'25). Thus, we have
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where !v!" je
#ik•!" j#$ representing gyrophase averaging is

given by Eq. '26). Similar to Eq. '36), we can represent this
gyrophase averaging process by a rotating charged ring to

obtain
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For L→& , we recover Eq. '26). Since J1&J3 for k!( i%2,
we can again use 4 points (L"4) to represent a rotating

charged ring as shown in Fig. 1. Thus, Eq. '37) with L"4 is
a more accurate way to calculate the perpendicular current

for finite k!(" j than that of Eq. '27).
With these numerical gyrophase averaging schemes for

calculating !¯#$ in Eqs. '33), '34), '35), and '37) in place,
we can then use them in Eqs. '13), '15) or '31), '21) and '35)
to push particles by following the procedures outlined in Ref.

11. We should remark here that Eq. '13) is only valid for
small k!( i and we need to use the original form of ion po-

larization in Refs. 6, 7, 11 for finite k!( i . Namely, we
should replace the (/pi

2 /0 i
2)122(x) term in Eq. '13) by

solving instead

'3! /4D
2 )'2#2̃ )"#4*(gc , '39)

where

2̃'x)5$ 2̄'R)Fi'R,6 ,v ()+'R,6 ,v ()dRd6dv ( ,

3! 5Te /Ti , 4D5!Te/4*n0e2 and 2̄ is defined in Eq. '35).
The use of these simulation techniques described here on

electromagentic microturbulence and kinetic MHD physics

will be published elsewhere.

V. SUMMARY AND CONCLUSIONS

Since the inception of the gyrokinetic particle

simulation6,11 and the first tokamak microturbulence

simulation,17 major progress in computational capability and

physics understanding have been made, for example, by us-

ing the gyrokinetic Global Toroidal Code 'GTC) on the mas-
sively parallel computers to study zonal flow physics18 with

collisonal effects19 and, most recently, to study the size scal-

ing on the reactor size plasmas (a"1000(s) 'Ref. 20) on the
IBM SP Power3 at National Energy Research Supercomput-

ing Center 'NERSC). For this particular size-scaling study,
the largest run took 72 wallclock hours with one billion ion

particles '8 particles/cell) using the adiabatic electron ap-
proximation for 7000 time steps running on 1024 processors

'25M particle*step/sec) with 10% efficiency for each pro-

cessor. These exercises underscore the importance of using

gyrokinetic PIC codes on the parallel architecture to carry

out realistic simulations of turbulence transport in tokamaks

and stellarators.

FIG. 1. Four-point approximation for a rotating ion ring.
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' ê1)i ê2)
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Alfvén waves in gyrokinetic plasmas
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A brief comparison of the properties of Alfvén waves that are based on the gyrokinetic description

with those derived from the magnetohydrodynamics !MHD" equations is presented. The critical
differences between these two approaches are the treatment of the ion polarization effects. As such,

the compressional Alfvén waves in a gyrokinetic plasma can be eliminated through frequency

ordering, whereas geometric simplifications are needed to decouple the shear Alfvén waves from the

compressional Alfvén waves within the context of MHD. Theoretical and numerical procedures of

using gyrokinetic particle simulation for studying microturbulence and kinetic-MHD physics

including finite Larmor radius effects are also presented. © 2003 American Institute of Physics.

#DOI: 10.1063/1.1590666$

I. INTRODUCTION

Recently, Qin et al.1 have generalized the conventional

low-frequency gyrokinetic theory to the high frequency re-

gime. According to this new gyrocenter-gauge kinetic theory,

the most critical ordering one needs in order to separate the

fast gyromotion from the slow-moving gyrocenter motion is

to assume that the ion gyroradii are much smaller than the

scale lengths of the equilibrium magnetic field, i.e., % i /LB0
!1. Under this assumption, they proceed to show that the

kinetic description of magnetized plasmas in the gyrocenter

coordinates is fully equivalent to the Vlasov–Maxwell sys-

tem in the particle coordinates. Thus, in this view, the low-

frequency gyrokinetic theory is a subset of the new

gyrocenter-gauge kinetic theory when one averages out the

gyrophase information. Using this simple concept of separat-

ing gyromotion from gyrocenter motion, we have first devel-

oped in this paper a fully electromagnetic gyrokinetic theory

in the limit of % i→0 based on a more intuitive approach

rather than the usual Lie-perturbation2 and pullback

transformation1,3,4 methodology. The purpose is to demon-

strate in a more transparent fashion that the unique treatment

of polarization effects of the ions in the gyrokinetic theory is

the key that enables us to add and suppress shear and com-

pressional Alfvén waves without resorting to additional geo-

metrical simplifications. These additional orderings are ap-

parently needed to separate the shear Alfvén waves from the

compressional Alfvén waves in the one-fluid magnetohydro-

dynamic !MHD" theory.5 The unique treatment of separating
ion polarization drift from the rest of gyrocenter motion in

the electrostatic low-frequency gyrokinetic theory was first

pointed out by Lee6 and has been studied by many

others.1,3,4,7–10 It culminates with the recovery of the com-

pressional Alfvén waves and the Bernstein harmonics in the

gyrokinetic formalism3 and the development of gyrokinetic

equilibrium.4 The first part of the article is an attempt to

make contact with the MHD theory from the gyrokinetic

point of view. We then proceed to discuss the gyrokinetic

formulations and numerical issues for finite % i that enable us
to complement the existing numerical tools for gyrokinetic

particle simulation11–13 to be used on massively parallel

computers for studying electromagnetic turbulent transport

and the related kinetic-MHD physics. The present paper is

organized as follows: In Sec. II, Alfvén waves based on the

MHD equations are revisited. Their gyrokinetic counterparts

are discussed in Sec. III. The electromagnetic gyrokinetic

Vlasov–Maxwell equations in general geometry and the re-

lated numerical issues are presented in Sec. IV. The possible

use of these equations for simulating electromagnetic turbu-

lence and MHD modes as well as the possible scenario of

transport time scale simulation on massively parallel com-

puters along with the conclusions are given in Sec. V.

II. MHD ALFVÉN WAVES

In order to understand gyrokinetic Alfvén physics, let us

first revisit Alfvén waves using the one-fluid MHD descrip-

tion. The particular derivations presented here are for the

purpose of facilitating the comparisons between the two ap-

proaches. The governing equations are: the continuity equa-

tion,

&%m
&t

"'•%V#0,

the momentum equation,

%m! &V

&t
"V•'V"#

1

c
J$B%'p ,

Ohm’s law,

E"
1

c
V$B#(J,

Faraday’s law,

'$E#%
1

c

&B

&t
,

and Ampère’s law,

'$B#
4)

c
J,
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A generalized weight-based particle simulation scheme suitable for simulating magnetized plasmas,
where the zeroth-order inhomogeneity is important, is presented. The scheme is an extension of the
perturbative simulation schemes developed earlier for particle-in-cell (PIC) simulations. The new scheme
is designed to simulate both the perturbed distribution (δ f ) and the full distribution (full-F ) within the
same code. The development is based on the concept of multiscale expansion, which separates the scale
lengths of the background inhomogeneity from those associated with the perturbed distributions. The
potential advantage for such an arrangement is to minimize the particle noise by using δ f in the linear
stage of the simulation, while retaining the flexibility of a full-F capability in the fully nonlinear stage of
the development when signals associated with plasma turbulence are at a much higher level than those
from the intrinsic particle noise.

 2010 Elsevier B.V. All rights reserved.

1. Introduction to multiscale gyrokinetics

Since the development of the weight-based perturbative sim-
ulation schemes [1,2], gyrokinetic particle simulation has con-
tributed greatly in understanding tokamak transport in realistic
tokamak discharges. The discovery of the existence of ion tempera-
ture gradient (ITG) streamers and their eventual breakup by turbu-
lence [3], and the relationship between global zonal flows and the
nonlinear saturation of ITG turbulence [4] are the two early exam-
ples. The simulations on the ion momentum transport [5] and on
the electron thermal transport [6], both carried out on the state-of-
the-art massively parallel computers, are the most recent success
stories. However, there has been a concern that these so-called
perturbative (δ f ) schemes may not be able to handle the simu-
lations in the fully developed turbulence in long time simulations,
where particle weights associated with δ f may become too large
and/or the full-F scheme may be needed, for example, to account
for sources and sinks. The present paper, based on our understand-
ing, represents the first attempt to address this issue by using the
multiscale expansion to smoothly connect δ f and full-F simula-
tion regimes.

The governing gyrokinetic equations in the small gyroradius
limit of k2⊥ρ2

i # 1 in the slab limit are [7–9]:

dF
dt

≡ ∂ F
∂t

+ v‖
∂ F
∂x‖

+ vE×B · ∂ F
∂x

+ q
m

E‖
∂ F
∂v‖

= 0 (1)

* Corresponding author.
E-mail address:wwlee@pppl.gov (W.W. Lee).

1 Present Address: Tech-X Corporation, 5621 Arapahoe Avenue, Boulder, CO
80303.

and

(ρs/λD)2∇2
⊥φ = −4πe(ni − ne), (2)

where ρi ≡ vt/Ωi is the ion gyroradius, vE×B ≡ cE × b̂/B is the
gyrocenter drift due to the perturbed electric field, E = E⊥ + E‖ =
−∂φ/∂x, ‖ and ⊥ refer to the directions in relation to the exter-
nal magnetic field B, respectively, ρs ≡ √

τρi , τ ≡ Te/Ti , λD is the
electron Debye length and b̂ ≡ B/B is the unit vector. This set of
equations can be solved using the traditional PIC method by load-
ing the distribution function, F (x, v‖, t), inhomogeneously in the
configuration space and following the particle trajectories by [7],

dx
dt

= v‖b̂+ vE×B (3)

and

dv‖
dt

= − q
m

∂φ

∂x‖
. (4)

However, numerical noise could cause problems in the low density
region in the simulation, which we will explain. One way to avoid
the problem is by invoking the multiscale expansion of

∂

dx
→ ∂

dε x
+ ∂

dx
,

where ε is a smallness parameter representing the variation of the
background inhomogeneity, Eq. (1) then becomes

dF
dt

= vE×B · κ F , (5)

and κ ≡ −(d ln F/dε x)x̂ represents the background inhomogene-
ity in density and temperature in the x-direction. The advantage of

0010-4655/$ – see front matter  2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.cpc.2010.10.013
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Abstract

A new split-weight perturbative particle simulation scheme for finite-β plasmas in the pres-

ence of background inhomogeneities is presented. The scheme is an improvement over the

original split-weight scheme [W. W. Lee et. al, Phys. Plasmas 8, 4435 (2001)], which splits

the perturbed particle response into adiabatic and non-adaibatic parts. In the new scheme, by

further separating out the non-adaibatic response of the particles associated with the quasi-

static bending of the magnetic field lines in the presence of background inhomogeneities of

the plasma, we are able to demonstrate the finite-β stabilization of drift waves and ion tem-

perature gradient modes using a simple gyrokinetic particle code based on realistic fusion

plasma parameters. However, for βmi/me ! 1, it becomes necessary to use the electron

skin depth as the grid size of the simulation to achieve accuracy in solving the resulting

singularly perturbed equations. The proposed scheme is most suitable for studying shear-

Alfvén physics in general geometry using straight field line coordinates for microturbulence

and magnetic reconnection problems.

I. Introduction

The development of numerical schemes for solving finite β gyrokinetic equations [1] for sim-

ulating shear-Alféven waves using a gyrokinetic particle code has a long history. It all started

with two Ph.D. theses at Princeton University - first, the observation of the existence of streaming

modes due to the fast electron motion above the Alfvén phase velocity [2] and, subsequently, the

necessity of using a grid size of the electron skin depth for the simulation [3], when the plasma β is

above the mass ratio between the electrons and the ions, me/mi. The problem of streaming modes

was later resolved by the use of the finite-β split-weight scheme [4] based on the generalization of

electrostatic perturbative methods [5, 6], where the response of the fast electrons is approximately

assumed to be Boltzmann-like, i.e., adiabatic. In the present paper, we will present a new finite-β
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 The capability of simulating realistic fusion plasmas is an important step in the design and 

operation of experimental thermonuclear devices, such as ITER, presently under construction in France, 

with the United States as a major partner. For the success of ITER tokamak experiments, it is critical that 

we understand, predict, and control turbulent transport in fusion plasmas, so that the high-pressure 

plasmas remain confined and are self-sustained by the heating from the fusion reaction. 

 An important tool for understanding plasma turbulence in magnetic fusion research is the 

gyrokinetic Particle-In-Cell (PIC) simulation, which started in the 1980s at PPPL. PIC codes solve the 

equations of motion for the particles, and the associated field equations, in three-dimensions (instead of 

the usual phase space in 5~6 dimensions). As these equations are essentially linear, they are amenable to 

the complicated three-dimensional toroidal geometry of the tokamak, and the resulting physics is nearly 

two-dimensional. This allows us to naturally express the parallelism and locality in the problem, making 

these codes adaptable to modern-day, multi-core, massively parallel computers. When combined with the 

advances in gyrokinetic theory and algorithms, and the computational power of the proposed exascale 

systems, PIC codes make it a real possibility that we can realistically simulate an ITER burning plasma in 

one code with comprehensive physics using a single computing platform. 

 However, there are several challenges in moving PIC codes to the exascale systems. The systems 

proposed for 2015 and 2018 are likely to have many lightweight cores, increasing the node-level 

parallelism. At the same time, the amount of memory per floating point operation will drop significantly, 

the cost of moving data on and off chip will dominate the performance and energy budgets, and I/O 

bandwidth will not keep up with the needs of check-pointing, analysis, and visualization. This paradigm 

shift in the system architecture will require a re-design of PIC codes to move them to the exascale. 

 We propose to establish an exascale co-design center consisting of an integrated team of scientific 

researchers, applied mathematicians, computer scientists, and computer architects, to develop the 

capability of simulating realistic fusion plasmas using PIC codes. The centerpiece of the proposal is the 

state-of-the-art GTC code, which is the key code in two fusion SciDAC centers. It is scalable on petascale 

systems with 10
5 

cores and currently is the only PIC code with all the physics capabilities to simulate 

burning plasmas. 

 We will address the challenges in scaling GTC in several ways, namely, by i) incorporating data 

compression in the gather-scatter operation used in particle computation; ii) developing efficient fine-

grain parallelism in the Poisson solver and reorganizing the algorithm to reduce communication; and iii) 

moving the data analysis and visualization in-situ, along with new Alfven physics capabilities. This work 

will be done in close collaboration with the vendor (IBM), who will help in addressing architecture-driven 

questions, and a programming models, parallelization, and optimization team, who will help the physics, 

analysis, and visualization teams to extract the most from the hardware. In addition, a code team 

composed of key developers from each component will meet quarterly with the vendor and programming 

models team to ensure that scientific problem requirements influence the architecture design, and system 

constraints help to formulate the design of the algorithms and software. 

 We will also exploit the opportunities offered by the exascale system to improve GTC. 

Specifically, we will enhance verification and validation using the in-situ data analysis, and exploit the 

additional compute power to incorporate uncertainty quantification into the redesigned code and add new 

physics. In addition to enabling the co-design of exascale simulation of fusion plasmas and contributing 

to the simulation of a realistic ITER plasma, this work will also form an important component in the 

future for the Fusion Simulation Project (FSP), now in the planning stage under the auspices of US DoE. 

Unfortunately, this proposal was rejected by  
US DoE ASCR in July 2011 
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